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Conventions :

- “N” denotes the set of natural numbers 0, 1, 2, . . ..

- If x is a set, then we write P(x) for the powerset of x.

- If x and y are sets, a correpondence between x and y is a triple (x, y,Γ), where Γ ⊂ x× y.
This correspondence is called a function (or map) from x to y if the first projection Γ→ x
is bijective.

8



I Some category theory

The goal of this chapter is to introduce some basics of category theory before we start the study
of additive and abelian categories in the next chapter. Category theory is not just a convenient
language in which to formulate constructions and results from other parts of mathematics, it is
its own field with deep nontrivial results, and we will not have time to do it justice. If you want
to learn more, a good place to start is Riehl’s book [12].

I.1 Set-theoretical preliminaries

This is just a quick overview. For a much more detailed discussion, see Shulman’s paper [13].

The foundations of category theory is one of the topics where we have to be careful about set-
theoretical questions. As we will see in the next section, a category is the data of a “collection”
of objects and of morphisms between these objects (satisfying some axioms). We would like to
talk about things like “the category of all sets” or “the category of all groups” (where the objects
are sets resp. groups), but there is no set of all sets or of all groups. So the question is, do we
impose the condition that the objects of a category form a set or do we allow bigger “collections”
of objects ? Both are possible, and so we have to choose between the following two options :

(1) Work with a version of set theory that allows us to manipulate classes, such as Bernays-
Gödel-von Neumann set theory. Intuitively, classes are collections that may bigger than
sets; for example, there exists a class of all sets.

(2) Only allow sets and keep track of the sizes of the sets that we are manipulating, for example
using Grothendieck universes.

A drawback of solution (1) is that we cannot quantify over classes, so it becomes impossible
to state some theorems. The drawback of solution (2) is that we need an extra axiom to ensure
the existence of suitable Grothendieck universes, and this axiom is known to be independent of
the axioms of ZFC set theory; however, this axiom follows from large cardinal axioms that are
well-accepted in modern set theory, so we will choose solution (2) for simplicity.

We work with Zermelo-Fraenkel set theory with teh axiom of choice (abbreviated to “ZFC set
theory”); see for example the beginning of chapter 1 of [7] for the list of axioms of this theory.

Definition I.1.1. A universe is a set U satisfying the following properties :

(i). ∅ ∈ U ;

9



I Some category theory

(ii). if x ∈ U and y ∈ x, then y ∈ U ;

(iii). if x ∈ U , then {x} ∈ U ;

(iv). if x ∈ U , then P(x) ∈ U ;

(v). if (xi)i∈I is a family of sets such that I ∈ U and xi ∈ U for every i ∈ I , then
⋃
i∈I
xi ∈ U ;

(vi). N ∈ U .

Remark I.1.2. Properties (i) and (vi) were not required in the original definition of universes in
[1], appendice de l’exposé I, définition 1.1, but it is usually required in modern expositions. The
only difference is that ∅ and N are universes in the sense of [1] and not in the sense of definition
I.1.1.

The standard reference for universes is [1], appendice de l’exposé I. It contains proofs of the
following two propositions.

Proposition I.1.3. Let U be a universe. Then :

(i). If x ∈ U , then
⋃
y∈x

y ∈ U .

(ii). If x, y ∈ U , then x× y ∈ U .

(iii). If x ∈ U and y ⊂ x, then y ∈ U .

(iv). If x ∈ U , then every quotient set of x is an element of U .

(v). If (xi)i∈I is a family of sets such that I ∈ U and xi ∈ U for every i ∈ I , then
∐
i∈I
xi ∈ U ;

(vi). If x, y ∈ U , then every correpondence between x and y is also an element of U .

(vii). If x, y ∈ U , then every set of correpondences between x and y is also an element of U .

(viii). If (xi)i∈I is a family of sets such that I ∈ U and xi ∈ U for every i ∈ I , then
∏
i∈I
xi ∈ U ;

(ix). If x ⊂ U and if there exists an element y of U such that card(x) ≤ card(y), then x ∈ U .

(x). For every n ∈ N, the universe U contains a finite set of cardinality n.

Proposition I.1.4. Any nonempty intersection of a family of universes is a universe.

We will now see that universes are closely related to inaccessible cardinals. Remember that
cardinals are a special type of ordinals, defined for example on page 29 of [7], and such that any
set is in bijection with exactly one cardinal.

Definition I.1.5. Let c be a cardinal. We say that c is inaccessible (or strongly inaccessible) if it
satisfies the following properties :

(i). c is a strong limit cardinal, that is, for every cardinal d such that d < c, we have 2d < c
(where 2d = card(P(d)));

10



I.2 Vocabulary

(ii). c is regular, that is, if (di)i∈I is a family of cardinals such that di < c for every i ∈ I and
that card(I) < c, then

∑
i∈I

di < c.

(iii). card(N) < c.

Definition I.1.6. Let c be a cardinal and x be a set. We say that x is strictly of type c if, for every
finite sequence x0, . . . , xn such that xn ∈ xn−1 ∈ . . . ∈ x1 ∈ x) = x, we have card(xn) < c.

Theorem I.1.7. (i). If U is a universe, then card(U ) is inaccessible, and U is exactly the set
of sets that are stricly of type card(U ).

(ii). Conversely, if c is an inaccessible cardinal, then the set Uc of sets that are strictly of type
c is a universe, and we have card(Uc) = c.

This is [1], appendice de l’exposé I, théorème 6.2. Note that, as we are assuming the axiom
of regularity (or axiom of foundation), every set is artinian in the sense of [1], so the theorem
becomes simpler.

We will add the following axiom to set theory :

(AU) For every set x, there exists a universe containing x.

This is called the axiom of universes. It is equivalent to the fact that every cardinal is bounded
above by an inaccessible cardinal.

Definition I.1.8. Let U be a universe. We say that a set is a U -set if it is an element of U , and
that it is U -small if it is in bijection with an element of U .

I.2 Vocabulary

I.2.1 Categories

Definition I.2.1.1. A category C is the data of :

(1) a set Ob(C ) whose elements are called the objects of C ;

(2) for all X, Y ∈ Ob(C ), a set HomC (X, Y ) whose elements are called the morphisms from
X to Y ;

(3) for allX, Y, Z ∈ Ob(C ), a function HomC (X, Y )×HomC (Y, Z)→ HomC (X,Z), called
the composition and denoted by (f, g) 7−→ g ◦ f ;

such that the following conditions hold :

(a) the composition is associative, that is, for all X, Y, Z, T ∈ Ob(C ) and all
f ∈ HomC (X, Y ), g ∈ HomC (Y, Z) and h ∈ HomC (Z, T ), we have h◦(g◦f) = (h◦g)◦f ;

11



I Some category theory

(b) for every X ∈ Ob(C ), there exists a morphism idX ∈ HomC (X,X), called the identity of
X , such that, for every Y ∈ Ob(C ) and all f ∈ HomC (X, Y ) and g ∈ HomC (Y,X), we
have f ◦ idX = f and idX ◦ g = g.

If f ∈ HomC (X, Y ), we also write f : X → Y and we call X the source and Y the target of
Y .

We sometimes write gf instead of g ◦ f for the composition law.

Remark I.2.1.2. The identity morphisms are uniquely determined by condition (b). In particular,
each object of C corresponds to a unique identity morphism, so we could define a category just as
a set of morphisms with a partially defined composition law satisfying some obvious conditions.

If X ∈ Ob(C ), we also write EndC (X) for HomC (X,X), and we call its elements endomor-
phisms of X .

Definition I.2.1.3. Let U be a universe and C be a category. We say that C is a U -category if
HomC (X, Y ) ∈ U for all X, Y ∈ Ob(C ), and that C is U -small is it is a U -category and if
Ob(C ) is U -small.

Definition I.2.1.4. Let C be a category and f : X → Y be a morphism of C .

(i). We say that f is an isomorphism if there exists a morphism g : Y → X such that
g ◦ f = idX and f ◦ g = idY . In that case, the morphism g is uniquely determined
by f and we denote it by f−1; if X = Y , and isomorphism from X to Y is also called an
automorphism of X . If f is an isomorphism, we sometimes write f : X

∼→ Y . We say
that X and Y are isomorphic if there exists an isomorphism from X to Y , and we write
X ' Y .

(ii). We say that f is a monomorphism (or a monic morphism) if, for every Z ∈ Ob(C ), the
function f ◦ · : HomC (Z,X) → HomC (Z, Y ), g 7−→ f ◦ g is injective, that is, for all
g1, g2 ∈ HomC (Z,X), if f ◦ g1 = f ◦ g2, then g1 = g2. In that case, we sometimes write
f : X ↪→ Y .

(iii). We say that f is a epimorphism (or an epic morphism) if, for every Z ∈ Ob(C ), the
function · ◦ f : HomC (Y, Z) → HomC (X,Z), g 7−→ g ◦ f is injective, that is, for all
g1, g2 ∈ HomC (Y, Z), if g1 ◦ f = g2 ◦ f , then g1 = g2. In that case, we sometimes write
f : X � Y .

Remark I.2.1.5. Note that an isomorphism is both a monomorphism and an epimorphism, but
that the converse is false in general. For example, if X is R with the discrete topology and Y
is R with the usual topology, then the identity is a morphism from X to Y in the category Top
of topology spaces (see Example I.2.1.7(3)), and it is easy to see that it is a monomorphism and
an epimorphism, but it is not an isomorphism (because an isomorphism in Top is a homeomor-
phism).

Definition I.2.1.6. Let C be a category.

12
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(i). The opposite category C op is defined by :

(1) Ob(C op) = Ob(C );

(2) for all X, Y ∈ Ob(C op), HomC op(X, Y ) = HomC (Y,X);

(3) for all X, Y, Z ∈ Ob(C op), and all f ∈ HomC op(X, Y ) and g ∈ HomC op(Y, Z),
the composition g ◦ f in C op is the composition f ◦ g when f and g are viewed as
morphism of C .

For every X ∈ Ob(C op), the identity morphisms of X in C and C op are the same.

(ii). If C ′ is another category, we say that C ′ is a subcategory of C and write C ′ ⊂ C if :

(1) Ob(C ′) ⊂ Ob(C );

(2) for all X, Y ∈ Ob(C ′), we have HomC ′(X, Y ) ⊂ HomC (X, Y );

(3) the composition of C ′ is the restriction of the composition of C .

We say that C ′ is a full subcategory of C if it is a subcategory and if, for all
X, Y ∈ Ob(C ′), we have HomC ′(X, Y ) = HomC (X, Y ); note that a full subcategory
of C is determined by its set of objects.

(iii). We say that C is discrete if its only morphisms are the identity morphisms.

(iv). We say that C is finite if
⋃

X,Y ∈Ob(C )

HomC (X, Y ) is finite (so in particular, Ob(C ) is finite).

(v). We say that C is connected if, for all X, Y ∈ Ob(C ), we have HomC (X, Y ) 6= ∅.

(vi). We say that C is a groupoid if every morphism of C is an isomorphism.

(vii). Let C and C ′ be two categories. Their product C × C ′ is the category with set of objects
Ob(C )×Ob(C ′), such that

HomC×C ′((X,X
′), (Y, Y ′)) = HomC (X, Y )× HomC ′(X

′, Y ′)

for all X, Y ∈ Ob(C ) and X ′, Y ′ ∈ Ob(C ′), and whose composition law is the product of
the composition laws of C and C ′.

Example I.2.1.7. We fix a universe U .

(1) The category of (U -)sets, denoted by SetU or just Set if U is clear from the context, is
the category whose objects are the U -sets and whose morphisms are the maps between
sets. It is a U -category but is not U -small (indeed, Ob(SetU ) = U ).

(2) The full subcategory of SetU whose objects are finite U -sets is called the category of
finite (U -)sets and denoted by SetfU or Setf .

(3) The category TopU (or Top) of (U -)topological spaces is the category whose objects
are topological space whose underlying set is in U and whose morphisms are continuous
maps.

13
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(4) We can define pointed versions Set∗ and Top∗ of the categories of sets and of topological
spaces : their objects are sets X (resp. topological spaces) with a fixed point x, and
morphisms from (X, x) to (Y, y) are maps (resp. continuous maps) f : X → Y such that
f(x) = y.

(5) The category GrpU (or Grp) of (U -)groups is the category whose objects are groups
whose underlying set is in U and whose morphisms are morphisms of groups. It has full
a subcategory AbU or Ab whose objects are abelian groups. We could also define the
category MonU or Mon of (U -)monoids; note that Grp is a full subcategory of Mon.

(6) The category of unitary (U -)rings is the category whose objects are rings whose under-
lying set is in U and whose morphisms are morphisms of rings. We denote by CRing
the full subcategory of Ring whose objects are commutative rings, and by Field the full
subcategory of CRing whose objects are fields.

(7) Let R be a ring (unitary but not necessarily commutative). The category RModU or
RMod (resp. ModRU or ModR) of (U )-left (resp. right) R-modules is the category
whose objects are left (right) R-modules whose underlying set is in U and whose mor-
phisms are R-linear maps. We often write HomR(X, Y ) instead of Hom

RMod(X, Y ) or
HomModR(X, Y ). If R is commutative, then ModR = RMod and if R = Z, then
RMod = Ab.

(8) Let R be a commutative ring. The category R − AlgU or R − Alg (resp. R − LieU

or R − Lie) of (U )-R-algebras (resp. Lie algebras) is the category whose objects are
R-algebras (resp. R-Lie algebras) whose underlying set is in U and whose morphisms
are morphisms of R-algebras (resp. R-linear morphisms of Lie algebras). We denote by
R−CAlg the full subcategory of R−Alg whose objects the commutative R-algebras.

(9) The category RelU or Rel of (U -)relations is defined by Ob(Rel) = Ob(Set) and, for
all X, Y ∈ Ob(RelU ), HomRel(X, Y ) = P(X × Y ). Its composition law is defined as
follows : if X, Y, Z ∈ Ob(Rel), f ∈ HomRel(X, Y ) and g ∈ HomRel(Y, Z), then

g ◦ f = {(x, z) ∈ X × Z | ∃y ∈ Y, (x, y) ∈ f and (y, z) ∈ g}.

Note that Set is a subcategory of Rel.

(10) Here is a subcategory C of Set : take Ob(C ) = Ob(Set) and, for all X, Y ∈ Ob(Set),
take HomC (X, Y ) to be the set of injective maps from X to Y . (In other words, C is the
category of sets and injective maps.)

Example I.2.1.8. (1) Let X be a set. We can see X as a discrete category with set of objects
X .

(2) Let I be a poset. We see I as a category with set of objects I and such that, for a, b ∈ I ,
HomI(a, b) is a singleton if a ≤ b and empty otherwise; if a, b, c ∈ I , the composition law
is the only map from HomI(a, b) × HomI(b, c) to HomI(a, c). The opposite category is
the category corresponding to the poset with the opposite order.

14
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(3) Let X be a topological set. The fundemental groupoid Π1(X) of X is the category whose
set of objects is X and such that, for x, y ∈ X , the set of morphisms from x to y is the set
of continuous maps γ : [0, 1] → X such that γ(0) = x and γ(y) = 1 modulo homotopies
fixing the endpoints (i.e. continuous paths from x to y modulo homotopy); the composition
law of Π1(X) is giving by concatenation of paths. This is a groupoid, and it is connected
if and only if X is path-connected.

(4) Let G be a monoid. The category BG is the category whose set of objects is a singleton
{∗} and such that EndBG(∗) = G; the composition law is given by the multiplication of
G. Note that BG is a groupoid if and only if G is a group.

Conversely, if C is a category with only one object X , then it is isomorphic (see Definition
I.2.2.5) to B EndC (X).

(5) For every n ∈ N, we denote by [n] the set {0, 1, . . . , n} with the usual ordering. The
simplicial category ∆ is the subcategory of Set whose objects are the [n] for all n ∈ N
and whose morphisms are the nondecreasing maps. This is a very nice category : it is
U -small for every universe U .

From now on, we fix a universe U . All categories will be assumed to be U -categories,
and the categories Set, Top etc will be their U -versions. We will omit the U from notation
and never mention it again, unless we need to introduce another universe.

Definition I.2.1.9. Let C be a category and X be an object of C .

(i). We say thatX is initial (in C ) if, for every Y ∈ Ob(C ), the set HomC (X, Y ) is a singleton.

(ii). We say that X is final or terminal (in C ) if it is initial as an object of C op, that is, for
every Y ∈ Ob(C ), the set HomC (Y,X) is a singleton.

(iii). We say that X is a zero object (in C ) if it is both initial and final. In that case, we often
denote the object X by 0; if Y is an object of C , then the endomorphism of Y obtained by
compposing the unique morphisms Y → X and X → Y is also denoted by 0.

Remark I.2.1.10. If an initial (resp. final) object exists in a category C , then it is unique up to
unique isomorphism.

Example I.2.1.11. (1) In the categories Set, Setf and Top, the empty set is initial and any
singleton is final.

(2) A singleton is a zero object in the categories Set∗ and Top∗.

(3) The trivial group (or monoid) is a zero object in the categories Grp, Ab and Mon, and
the zero R-module is a zero object in the categories RMod and ModR.

(4) The ring Z is an initial object in Ring and CRing, and the zero ring is a final object in
these categories. The category of fields has neither an initial object nor a final object.
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(5) Let R be a commutative ring. Then R is an initial object of R − Alg, and the zero R-
algebra is a final object of this category. In the category R− Lie, the zero Lie algebra is a
zero object.

(6) The empty set is a zero object of the category Rel.

(7) Let C be a discrete category. If C has at least two objects, then it has neither an initial nor
a final object. If C has only one object, then this object is a zero object.

(8) Let G be a monoid. If G 6= {1}, then BG has no initial or final object.

(9) Let I be a poset, seen as a category. Then an initial (resp. final) object of I is the same as
a smallest (resp. biggest) element of I .

(10) The simplicial category ∆ does not have an initial object. It has a final object, which is [0].

I.2.2 Functors

Definition I.2.2.1. Let C and C ′ be two categories. A functor from C to C ′, denoted by
F : C → C ′, is the data of a map F : Ob(C ) → Ob(C ′), and, for all X, Y ∈ Ob(C ), of
a map HomC (X, Y )→ HomC ′(F (X), F (Y )), still denoted by F , such that :

(a) for every X ∈ Ob(C ), we have F (idX) = idF (X);

(b) for all X, Y, Z ∈ Ob(C ) and all morphisms f ∈ HomC (X, Y ) and g ∈ HomC (Y, Z), we
have F (g ◦ f) = F (g) ◦ F (f).

A functor F : C → C ′ is also called a covariant from C to C ′. A contravariant functor from
C to C ′ is a (covariant) functor from C op to C ′.

If F : C → C ′′ and G : C ′ → C ′′, their composition G ◦ F : C → C ′′ is defined in the
obvious way.

A functor from C to itself is also called an endofunctor of C .
Remark I.2.2.2. If C and C ′ are two categories, a map Ob(C ) → Ob(C ′) is often called func-
torial if it can be upgraded “naturally” to a functor. 1 For example, we might say that the
construction of the abelianization Gab of a group G is functorial, because it is pretty clear that
any morphism of groups G→ H will define a morphism of groups Gab → Hab in a way that is
compatible with composition. In other words, we have upgraded the abelianization to a functor
Grp→ Ab.

Sometimes, if the effect of a functor on morphisms is obvious, we define it only by the map
Ob(C )→ Ob(C ′). (See for example Example I.2.2.7.)

Example I.2.2.3. (1) Let C be a category. We have the identity functor idC : C → C . The
identity also defines a contravariant functor from C op to C .

1Of course, the meaning of “naturally” depends on the speaker...
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More generally, if C ′ is a subcategory of C , then the inclusion if a functor from C ′ to C .

(2) Let C be a category and X ∈ Ob(C ).

We define a functor HomC (X, ·) : C → Set by :

(a) for every Y ∈ Ob(C ), the image of Y by this functor is the set HomC (X, Y );

(b) for every morphism f : Y → Z of C , the map
HomC (X, f) : HomC (X, Y ) → HomC (X,Z) sends g : X → Y to f ◦ g;
we also denote this map by f∗.

We define a contravariant functor HomC (·, X) from C to Set by :

(a) for every Y ∈ Ob(C ), the image of Y by this functor is the set HomC (Y,X);

(b) for every morphism f : Y → Z of C , the map
HomC (f,X) : HomC (Y,X) → HomC (Z,X) sends g : Y → X to g ◦ f ;
we also denote this map by f ∗.

The functor HomC (·, X) is sometimes also denoted by hX or X .

(3) Let k be a field. Note that Modk is the category of k-vector spaces. The duality func-
tor is the contravariant endofunctor of Modk that sends a k-vector space V to its dual
V ∗ := Homk(V, k) and a k-linear map u : V → W to its transpose uT : W ∗ → V ∗,
α 7−→ α ◦ u.

(4) Let R be a ring and M be a right (resp. left) R-module. Then we get a functor M ⊗R (·)
(resp. (·)⊗RM ) from RMod (resp. ModR) to Ab.

There are many variants of this. For example, if M is a R-bimodule (which is automatic if
R is commutative), then M ⊗R (·) (resp. (·)⊗RM ) upgrades to an endofunctor of RMod
(resp. ModR).

(5) The construction of the fundamental group defines a functor π1 : Top∗ → Grp.

(6) If C is a category of “sets with extra structure” (such as Set∗, Top, Top∗, Mon, Grp,
Ring, CRing, Field, Ab, RMod, ModR,R−Alg,R−Lie), 2 then we have a forgetful
functor For : C → Set that forgets that extra structure. More generally, we have forgetful
functors between various categories of sets with extra structures; for example, there are
forgetful functors R−Alg→ RMod, RMod→ Ab, Grp→ Set∗ etc.

(7) In the other direction, the construction of a “free foo on bar” are also functorial. For exam-
ple, the free monoid (resp. group, abelian group, left R-module, R-algebra, commutative
R-algebra, R-Lie algebra) on a set defines a functor from Set to Mon (resp. Grp, Ab,
RMod, R −Alg, R − CAlg, R − Lie). If R is a commutative ring, we have a functor
“free (commutative) R-algebra on a R-module” from RMod to R−Alg (or R−CAlg).
Etc.

2Such a category is called a concrete category.
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(8) We have a functor from the category of Lie groups over R (resp. C) to the category of Lie
algebras over R (resp. C) that sends a Lie group to its Lie algebra and a morphism of Lie
groups to its differential at the identity.

(9) Spec is a contravariant functor from the category of commutative rings to the category of
affine schemes.

(10) We have a contravariant functor from Top to the category of C-algebras that sends a topo-
logical spaceX to the algebra C (X) of continuous functions fromX to C and a continuous
map u : X → Y to the morphism of algebras u∗ : C (Y )→ C (X), f 7−→ f ◦ u. In fact, if
we restrict it to the full subcategory of compact Hausdorff spaces, this functor lands in the
subcategory of commutative Banach algebras over C, and even in the subcategory of com-
mutative C∗-algebras over C. The various versions of this functor are called the Gelfand
transform.

If C , C ′ and C ′′ are categories, a functor from C × C ′ to C ′′ is also called a bifunctor.

Example I.2.2.4. (1) Let R be a commutative ring. Then ⊗R is a bifunctor from ModR to
itself.

(2) Let C be a category. Then HomC (·, ·) is a bifunctor C op × C → Set. We also say that it
is a bifunctor from C to Set, contravariant in the first variable and covariant in the second
variable.

If U is a universe, then U -categories and functors between them form a category, which we
denote by U − Cat. Note that U − Cat is not a U -category; if U ′ is another universe such
that U ∈ U ′, then U −Cat is a U ′-category.

In particular, we cam define isomorphisms of categories.

Definition I.2.2.5. A functor F : C → C ′ is called an isomorphism of categories if there exists
a functor G : C ′ → C such that F ◦G = idC and G ◦ F = idC .

This is not a very useful notion, because it is too rigid. Still, we give some example of isomor-
phisms of categories.

Definition I.2.2.6. Let C be a category and X be an object of C . We define the slice categories
of C over and under X , denoted by C /X and X\C , in the following way :

(a) C /X is the category whose objects are morphisms f : Y → X with Y ∈ Ob(C ), and in
which a morphism from f : Y → X to g : Z → X is a morphism h : Y → Z such that
h ◦ f = g, ie that the triangle

Y

f
  

h // Z

g
~~

X

commutes. The composition law of C /X is given by the composition law of C .
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(b) X\C is the category whose objects are morphisms f : X → Y with Y ∈ Ob(C ), and in
which a morphism from f : X → Y to g : X → Z is a morphism h : Y → Z such that
g ◦ h = f , ie that the triangle

X
f

~~

g

  

Y
h

// Z

commutes. The composition law of X\C is given by the composition law of C .

The category C /X is also called the category of objects of C over X . The category X\C is
also called the coslice category of C with respect to X , or the category of objects of C under X .

Example I.2.2.7. (1) Let ∗ be a singleton. Then the slice categories ∗ \Set and ∗ \Top
are isomorphic to the categories of pointed sets and of pointed topological spaces by the
functor that sends a map f : ∗ → X to the pointed set (or topological space) (X, f(∗)). The
inverse functor sends a pointed set or topological space (X, x) to the map ∗ ' {x} ⊂ X .

(2) The category Q\Field (resp Fp \Field, if p is a prime number) is isomorphic the full
subcategory of Field whose objects are field of characteristic 0 (resp. p) by the functor
sending a morphism Q→ K (resp. Fp → K) to K.

(3) If X is an initial (resp. final) object of C , then X\C (resp. C /X) is isomorphic to C by
the functor sending a morphism X → Y (resp. Y → X) to Y . The fact that this is an
isomorphism of categories is a direct translation of the definition of an initial (resp. final)
object.

Definition I.2.2.8. Let F : C → C ′ be a functor. The functor F is called :

(i). faithful if the map F : HomC (X, Y ) → HomC ′(F (X), F (Y )) is injective for all
X, Y ∈ Ob(C );

(ii). full if the map F : HomC (X, Y ) → HomC ′(F (X), F (Y )) is suejective for all
X, Y ∈ Ob(C );

(iii). fully faithful if it is full and faithful;

(iv). essentially surjective if, for every object X ′ of C ′, there exists an object X of C such that
F (X) and X ′ are isomorphic;

(v). conservative if, for every morphism f : X → Y of C , the morphism f is an isomorphism
if and only F (f) is an isomorphism. 3

Example I.2.2.9. (1) The forgetful functors of Example I.2.2.3(6) are faithful (but usually not
full).

3Note that one direction of this equivalence is automatic : if f is an isomorphism, then F (f) is automatically an
isomorphism, and F (f)−1 = F (f−1).
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(2) The forgetful functors from Mon (resp. Grp, Ab, RMod, ModR, R − Alg, Ring,
R − Lie) to Set are conservative, but the forgetful functor Top → Set is not conserva-
tive. In other words, if a morphism of monoids (resp. groups, rings, R-modules etc) is a
bijection, then its inverse is also a morphism of monoids (resp. . . . ); but if a continuous
map is a bijection, then its inverse is not always continuous.

(3) If C ′ ⊂ C , then the inclusion functor from C ′ to C is faithful, and it is fully faithful if and
only if C ′ is a full subcategory of C .

(4) A fully faithful fonctor is conservative.

(5) Let k be a field, and let C be the full subcategory of Modk whose objects are the vector
spaces k(I), for I a set. Then the inclusion C ⊂ Modk is essentially surjective; in other
words, every vector space has a basis.

(6) Let k be a field. Then the forgetful functor Modk → k − Lie is faithful and essentially
surjective, but not full. The essential surjectivity means that every k-vector space has a Lie
algebra structure (the commutative one for example).

(7) The forgetful functor Top→ Set is faithful and essentially surjective, but not full.

(8) Let k be a field. The duality functor Modop
k →Modk is faithful and conservative, but not

full or essentially surjective. If we restrict it to the full subcategory of finite-dimensional
vector spaces, it becomes fully faithful.

(9) The inclusion functor from Set to Rel is faithful and essentially surjective (it is even a
bijection on objects), but not full.

(10) The functor of Example I.2.2.3(8) (from Lie groups to Lie algebras) is neither full not
faithful : a morphism of Lie algebras does not always lift to a morphism of Lie groups, and
a morphism of Lie groups is not always determined by its differential at the identity (for
example if the source Lie group is not connected).

I.2.3 Morphisms of functors

Definition I.2.3.1. Let F,G : C → C ′ be tzo functors. A morphism of functors u : F → G
from F to G is the data, for every X ∈ Ob(C ), of a map u(X) : F (X) → G(X) such that, for
every morphism f : X → Y , the following diagram commutes :

F (X)
u(X)

//

F (f)
��

G(X)

G(f)
��

F (Y )
u(Y )

// G(Y )

A morphism of functors is also called a natural transformation. We sometimes represent it by

20



I.2 Vocabulary

a diagram

C

F
''

G

77
⇓ u C ′

If F,G,H : C → C ′ are functors and u : F → G and v : G→ H are morphisms of functors,
then we can define a morphism of functors v ◦ u : F → H by (v ◦ u)(X) = v(X) ◦ u(X), for
every X ∈ Ob(C ).

Definition I.2.3.2. Let C et C ′ be two categories. We denote by Func(C ,C ′) the category
whose objects are functors from C to C ′ and whose morphism are morphisms of functors. The
composition law is the one explained just before this definition.

In particular, we can talk about isomorphisms of functors and isomorphic functors.

Remark I.2.3.3. It is easy to show that a morphism of functors u : F → G is an isomorphism
of functors if and only if u(X) : F (X) → G(X) is an isomorphism for every object X of the
source category. (Indeed, in that case the family (u(X)−1) automatically satisfies the condition
defining a morphism of functors.)

Remark I.2.3.4. Let U be a universe. If C and C ′ are U -categories, then Func(C ,C ′) is not
always a U -category; but it is a U -category if C is U -small.

Example I.2.3.5. (1) Consider the functor F : Ab → Ab sending an abelian group A to the
free abelian group Z(A) =

⊕
a∈A Zea on the underlying set ofA. Then there is a morphism

of functors u : F → idAb defined in the following way : For every abelian group A, the
morphism of abelian groups u(A) : Z(A) → A sends the generator ea to a, for every a ∈ A.

(2) Let k be a field. We denote the duality functor by D. Then D2 = D ◦ D is a (covariant)
endofunctor of Modk, and we have a morphism of functors u : idModk → D2 defined
in the following way : For every k-vector space V , the map u(V ) : V → V ∗∗ sends
v ∈ V to the element evv of V ∗∗ = Homk(V

∗, k) defined by evv(α) = α(v), for every
α ∈ V ∗ = Homk(V, k).

(3) Let cHaus (resp. Ban) be the category of locally compact Hausdorff spaces and
continuous maps (resp. real Banach spaces and continuous C-linear maps). Let
M : cHaus → Ban be the functor sending a locally compact Hausdorff space X to
the Banach space of regular complex measures on the σ-algebra of Borel subsets of X ,
and a continuous function f : X → Y to the map M (X) → M (Y ), µ 7−→ µ ◦ f−1. let
C ∗ : cHaus → Ban be the functor sending a locally compact Hausdorff space X to the
bounded dual of the Banach space C0(X) of continuous functions f : X → C that vanish
at infinity.

We have a morphism of functors u : M → C ∗ defined in the following way : Let X be a
locally compact Hausdorff space. If µ ∈M (X), then the map f 7−→

∫
X
fdµ is a bounded

linear functional on C0(X), and we take u(X)(µ) equal to this linear functional. The Riesz
representation theorem says that this morphism of functors is an isomorphism.
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The following notion is more useful than the notion of an isomorphism of categories.

Definition I.2.3.6. A functor F : C → C ′ is called an equivalence of categories if there exists
a functor G : C ′ → C such that F ◦ G ' idC ′ and G ◦ F ' idC . In that case, the functor G is
called a quasi-inverse of F .

The next theorem is very useful when we need to prove that a functor is an equivalence of
categories. For a proof, see problem A.1.2.

Theorem I.2.3.7. A functor F : C → C ′ is an equivalence of categories if and only if it is fully
faithful and essentially surjective.

Definition I.2.3.8. Let F : C → C ′ be a fully faithful functor. The essential image of F is the
full subcategory D of C ′ whose objects are the objects Y of C ′ such that there existsX ∈ Ob(C )
with F (X) ' Y .

Corollary I.2.3.9. If F : C → C ′ is a fully faithful functor, then it induces an equivalence from
C to its essential image.

Example I.2.3.10. (1) Let k be a field, and let C be the category of finite-dimensional k-
vector spaces and k-linear maps. Then the functor C op → C defined by restriction of the
duality functor is an equivalence of categories. It is its own quasi-inverse.

(2) Let k be a field. Let C be the category of finite-dimensional k-vector spaces and k-linear
maps. Let C ′ be the category with set of objects N, and such that HomC ′(n,m) = Mmn(k)
(the set of m× n matrices with coefficients in k) for all n,m ∈ N; the composition law of
C ′ is given by matrix multiplication. Let F : C ′ → C be the functor sending n ∈ N to
kn and a matrix A ∈ Mmn(k) to the corresponding linear transformation from kn to km.
Then F is an equivalence of categories.

(3) The functor Spec is a contravariant equivalence from the category of commutative rings to
the category of affine schemes.

(4) Let C be the category of compact Hausdorff spaces, let C ′ be the category of commutative
unital complex C∗-algebras, and let F : C op → C ′ be the functor of Example I.2.2.3(10).
The Gelfand-Naimark theorem implies that this functor is an equivalence of categories,
with quasi-inverse given by the spectrum functor.

(5) Let C be the category of finite linearly ordered sets (and nondecreasing maps). Then the
simplicial category ∆ is a subcategory of C , and the inclusion ∆ ⊂ C is an equivalence
of categories.
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I.3 The Yoneda lemma

I.3.1 Presheaves

Definition I.3.1.1. Let C be a category. The category PSh(C ) of presheaves (of sets) on C is
the catgeory Func(C op,Set).

The terminology is explained by the following example.

Example I.3.1.2. LetX be a topological set. We denote by Open(X) the category corresponding
the poset of open subsets of X , ordered by inclusion (see Example I.2.1.8(2)). Then a presheaf
on Open(X) is the same thing as a preseheaf on the topological space X .

Remark I.3.1.3. If U is a universe and the category C is U -small, then PSh(C ) is a U -category,
and it is U ′-small for every universe U ′ such that U ∈ U ′.

Example I.3.1.4. If C is a category and X ∈ Ob(C ), then the functor hX = HomC (·, X)
of Example I.2.2.3(2) is a presheaf on C . A presheaf that is isomorphic to some hX is called
representable. It will follow from Yoneda’s lemma (Theorem I.3.2.2) that such a X is unique up
to unique isomorphism.

Remark I.3.1.5. A functor C → Set is the same as a presheaf on C op. For example, for every
X ∈ Ob(C ), the functor HomC (X, ·) of Example I.2.2.3(2) is a presheaf on C op. A presheaf on
C op that is isomorphic to one of these functors is also called a representable presheaf on C op, or
a representable functor from C to Set.

See problem A.1.8 for some examples of representable functors.

I.3.2 The Yoneda embedding

Using the fact that HomC (·, ·) is a bifunctor, we see that the formation of the representable
presheaf hX is functorial in X . More precisely :

Definition I.3.2.1. Let C be a category. The Yoneda embedding is the functor
hC = h : C → PSh(C ) defined in the following way :

(1) for every X ∈ Ob(C ), the image of X by h is the presheaf hX = HomC (·, X) of Example
I.2.2.3(2);

(2) for every morphism f : X → Y of C , the morphism hf : hX → hY is the morphism of
functors such that, for every Z ∈ Ob(C ), the map hf (Z) : HomC (Z,X)→ HomC (Z, Y )
is HomC (Z, f), that is, the map g 7−→ f ◦ g.

The Yoneda lemma is the following result.
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Theorem I.3.2.2. Let C be a category, let X ∈ Ob(C ), and let F be a presheaf on C .
Then the map HomPSh(C )(hX , F ) → F (X) sending a morphism of functors u : hX → F to
u(X)(idX) ∈ F (X) is a bijection.

Proof. See problem A.1.5.

Corollary I.3.2.3. The functor h : C → PSh(C ) is fully faithful.

In other words, the Yoneda embeddings induces an equivalence from C to the category of
representable presheaves on C .

Proof. Let X, Y ∈ Ob(C ). We want to show that the map
h : HomC (X, Y ) → HomPSh(C )(hX , hY ) is bijective. We denote by
ϕ : HomPSh(C )(hX , hY ) → hY (X) = HomC (X, Y ) the map of Theorem I.3.2.2. Then,
for every morphism f : X → Y , we have ϕ(hf ) = hf (X)(idX), which is by definition the
image of idX ∈ HomC (X,X) by the map HomC (X,X) → HomC (X, Y ), g 7−→ f ◦ g, i.e. f .
So ϕ ◦ h is the identity of HomC (X, Y ). As ϕ is bijective by Theorem I.3.2.2, so is h.

Definition I.3.2.4. Let F ∈ Ob(PSh(C )). We say that a couple (X, x) with X ∈ Ob(C ) and
x ∈ F (X) represents the presheaf F if the morphism α : hX → F corresponding to x by
Theorem I.3.2.2 is an isomorphism.

Corollary I.3.2.5. If F ∈ Ob(PSh(C )) is representable, then a couple (X, x) representing F
is uniquely determined up to unique isomorphism. That is, if the couples (X, x) and (Y, y) both
represent F , then there exists a unique isomorphism f : X

∼→ Y such that F (f)(y) = x.

Applying Yoneda’s lemma to the opposite category, we get the following result.

Corollary I.3.2.6. Let C be a category. We denote by kC = k : C op → Func(C ,Set) the
functor sending an object X of C to kX = HomC (X, ·), and defined in the obvious way on the
morphisms (see Definition I.3.2.1). Then, for everyX ∈ Ob(C ) and every functor F : C → Set,
the map HomFunc(C ,Set)(kX , F ) sending u : kX → F to u(X)(idX) ∈ F (X) is bijective.

Definition I.3.2.7. Let F : C → Set be a functor. We say that a couple (X, x) withX ∈ Ob(C )
and x ∈ F (X) represents the functor F if the morphism α : kX → F corresponding to x by
Corollary I.3.2.6 is an isomorphism.

Corollary I.3.2.8. If a functor F : C → Set is representable, then a couple (X, x) representing
F is uniquely determined up to unique isomorphism. That is, if the couples (X, x) and (Y, y)
both represent F , then there exists a unique isomorphism f : X

∼→ Y such that F (f)(x) = y.

Corollary I.3.2.9. Let C be a category and let f : X → Y be a morphism of C . The following
are equivalent :
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(i). f is an isomorphism.

(ii). The map HomC (Z, f) : HomC (Z,X)→ HomC (Z, Y ) is bijective for every Z ∈ Ob(C ).

(iii). The map HomC (f, Z) : HomC (Y, Z)→ HomC (X,Z) is bijective for every Z ∈ Ob(C ).

Proof. If f is an isomorphism, then the maps of (ii) and (iii) are clearly bijective (with inverses
HomC (Z, f−1) and HomC (f−1, Z)).

Conversely, the fact that (ii) implies (i) follows from the fact that the functor h : C → PSh(C )
is fully faithful (Corollary I.3.2.3), hence conservative. The fact that (iii) implies (i) follows by
applying the previous sentence to C op.

Remark I.3.2.10. Many universal constructions are in fact asking whether a functor from a cat-
egory (or its opposite) to the category of sets is representable. The automatic uniqueness state-
ments in these constructions are actually consequences of the Yoneda lemma (or rather of Corol-
laries I.3.2.5 and I.3.2.8).

Here are two examples :

(1) Let g be a Lie algebra, say over a commutative ring R. Consider the functor
F : R − Alg → Set sending a R-algebra A to the set of morphisms HomR−Lie(g, A),
where we use the Lie algebra structure on A given by the commutator bracket. In other
words, we have a “forgetful” functor L : R −Alg → R − Lie that sends a R-algebra A
to the Lie algebra A with the commutator bracket, and F is the functor kg ◦L. A universal
envelopping algebra of g is just a couple (U, u) (with u ∈ F (U) = HomR−Lie(g, L(U)))
representing the functor F . Indeed, saying that (U, u) represents F means that, for every
R-algebra A, the map HomR−Alg(U,A) → HomR−Lie(g, L(A)) sending f : U → A to
L(f) ◦ u is bijective. (In other words, for every morphisms of Lie algebras v : g→ L(A),
there exists a unique R-algebra morphism f : U → A such that v = f ◦ u.)

(2) Let R be a commutative ring, and let M and N be R-modules. We consider the functor
Bil(M × N, ·) : RMod → Set that sends a R-module P to the set of R-bilinear maps
M × N → P . We know that this functor is representable : a pair representing it is given
by the tensor product M ⊗R N and the canonical bilinear map b : M × N → M ⊗R N ,
(m,n) 7−→ m ⊗ n. The universal property of this couple is the following : for every
R-module P , the map HomR(M ⊗RN,P )→ Bil(M ×N,P ) sending f : M ⊗RN → P
to f ◦ b is bijective; that is, every R-bilinear map B′ : M × N → P can be written in a
unique way b′ = f ◦ b, with f : M ⊗R N → P a R-linear map.

In fact, as we will see in the next section, many of these constructions upgrade to one half of
a pair of adjoint functors.
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I.4 Adjoint functors

Definition I.4.1. Let C and C ′ be two categories, and let F : C → C ′ and G : C ′ → C be
functors. We say that (F,G) is a pair of adjoint functors, or that G is right adjoint to F , or that
F is left adjoint to G, if there exists an isomorphism of bifunctors C op × C ′ → Set :

HomC ′(F (·), ·) ' HomC (·, G(·)).

The following lemma is one half of problem A.1.7.

Lemma I.4.2. Let C and C ′ be two catgeories, and let F : C → C ′ and
G : C ′ → C be functors. Suppose that there exists an isomorphism of bifunctors
α : HomC ′(F (·), ·) ' HomC (·, G(·)).

Then, for every morphism f : X1 → X2 in C and every morphism g : Y1 → Y2 in C ′, if
u : F (X1)→ Y1 and v : F (X2)→ Y2 are morphisms in C ′, the square

F (X1) u //

F (f)

��

Y1

g

��

F (X2) v
// Y2

is commutative if and only if the square

X1
α(X1,Y1)(u)

//

f

��

G(Y1)

G(g)

��

X2
α(X2,Y2)(v)

// G(Y2)

is commutative.

Proposition I.4.3. If F : C → C ′ has two right adjoints G1, G2 : C ′ → C , then there exists a
unique isomorphism u : G1

∼→ G2 such that the following diagram commutes

HomC ′(F (X), Y ) ∼ // HomC (X,G1(Y ))

HomC (X,u(Y ))

��

HomC ′(F (X), Y ) ∼ // HomC (X,G2(Y ))

for every X ∈ Ob(C ) and every Y ∈ Ob(C ′).

There is a similar statement for left adjoints.
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Proof. Let Y ∈ Ob(C ′). By Corollary I.3.2.3, the isomorphism of functors
HomC (·, G1(Y )) ' HomC ′(F (·), Y ) ' HomC (·, G2(Y )) comes from a unique morphism
u(Y ) : G1(Y )→ G2(Y ) of C , and this morphism is an isomorphism by Corollary I.3.2.9.

It remains to show that the family (u(Y ))Y ∈Ob(C ′) defines a morphism of functors. Let
f : Y → Y ′ be a morphism of C ′. We want to show that the square

G1(Y )
u(Y )

//

G1(f)

��

G2(Y )

G2(f)

��

G1(Y ′)
u(Y ′)

// G2(Y ′)

is commutative, that is, that u(Y ′) ◦G1(f) = G2(f) ◦ u(Y ). If we apply the Yoneda embedding
h : C → PSh(C ) to this square, we get by definition of u a diagram

HomC (·, G1(Y )) ∼ //

hG1(f)

��

HomC ′(F (·), Y ) ∼ //

hf◦F
��

HomC (·, G2(Y ))

hG2(f)

��

HomC (·, G1(Y ′)) ∼ // HomC ′(F (·), Y ′) ∼ // HomC (·, G2(Y ′))

and both halves of this diagram are commutative because

HomC ′(F (·), ·) ' HomC (·, G1/2(·))

are morphisms of bifunctors. As the Yoneda embedding is faithful, this implies that the original
square is also commutative.

Let (F,G) be a pair of adjoint functors. Then we get isomorphisms of bifunctors

HomC ′(F ◦G(·), ·) ' HomC (G(·), G(·))

and
HomC ′(F (·), F (·)) ' HomC (·, G ◦ F (·)).

Taking the images of the identity maps by these isomorphisms, we get morphisms of functors
ε : F ◦G→ idC ′ and η : idC → G ◦F , that are called the counit and the unit of the adjunction.

Proposition I.4.4. The morphisms of functors

F
F (η)→ F ◦G ◦ F ε(F )→ F

and
G

η(G)→ G ◦ F ◦G G(ε)→ G

are equal to idF and idG respectively.
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Proof. We denote by α the isomorphism of bifunctors HomC ′(F (·), ·) ∼→ HomC (·, G(·)).

Let X be an object of C . As η(X) = α(X,F (X))(idF (X)) : X → G(F (X)), we have a
commutative square

X
α(X,F (X))(idF (X))

//

η(X)

��

G(F (X))

idG(F (X))

��

G(F (X))
idG(F (X))

// G(F (X))

So, by Lemma I.4.2, the following square also commutes :

F (X)
idF (X)

//

F (η(X))
��

F (X)

idF (X)

��

F (G(F (X)))
α(G(F (X)),F (X))−1(idG(F (X)))

// F (X)

As ε(Y ) = α(G(Y ), Y )−1(idG(Y )) for every Y ∈ Ob(C ′), we get the first statement.

The proof of the second statement is similar. (In fact, the second statement is the first for the
opposite categories.)

In fact, the unit and counit of an adjunction determine the isomorphism of functors
HomC ′(F (·), ·) ' HomC (·, G(·)). We start with the following lemma.

Lemma I.4.5. Let C and C ′ be categories and F : C → C ′ and G : C ′ → C be functors.

(i). Let η : idC → G ◦ F be a morphism of functors. For X ∈ Ob(C ) and Y ∈ Ob(C ′), we
define a map

Φ(X, Y ) : HomC ′(F (X), Y )→ HomC (X,G(Y )), f 7−→ G(f) ◦ η(X).

Then the family (Φ(X, Y ))X∈Ob(C ),Y ∈Ob(C ′) is a morphism of functors from HomC ′(F (·), ·)
to HomC (·, G(·)).

(ii). Let ε : F ◦ G → idC ′ be a morphism of functors. For X ∈ Ob(C ) and Y ∈ Ob(C ′), we
define a map

Ψ(X, Y ) : HomC (X,G(Y ))→ HomC ′(F (X), Y ), g 7−→ ε(Y ) ◦ F (g).

Then the family (Ψ(X, Y ))X∈Ob(C ),Y ∈Ob(C ′) is a morphism of functors from HomC (·, G(·))
to HomC ′(F (·), ·).

Proof. We only prove (i) (the proof of (ii) is similar). Note that the functors HomC ′(F (·), ·) and
HomC (·, G(·)) that we are considering are functors from C op × C ′ to Set. So let u : X2 → X1
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be a morphism of C (that is, u is a morphism from X1 to X2 in C op) and v : Y1 → Y2 be a
morphism of C ′. We want to show that the following square is commutative :

HomC ′(F (X1), Y1)
Φ(X1,Y1)

//

F (u)∗◦v∗
��

HomC (X1, G(Y1))

u∗◦G(v)∗
��

HomC ′(F (X2), Y2)
Φ(X2,Y2)

// HomC (X2, G(Y2))

Let f ∈ HomC ′(F (X1), Y1). Unwrapping the definitions, we see that u∗ ◦G(v)∗ ◦Φ(X1, Y1)(f)
(resp. Φ(X2, Y2) ◦ F (u)∗ ◦ v∗(f)) is the composition of the horizontal morphisms in the first
(resp. second) row of the following diagram :

X2
u //

(∗∗∗)

X1
η(X1)

// G ◦ F (X1)
G(f)

// G(Y1)
G(v)

// G(Y2)

X2
η(X2)

// G ◦ F (X2)
G◦F (u)

// G ◦ F (X1)
G(f)

// G(Y1)
G(v)

// G(Y2)

But rectangle (***) in this diagram commutes because η is a morphism of functors, so the whole
diagram commutes, and so u∗ ◦ G(v)∗ ◦ Φ(X1, Y1)(f) = Φ(X2, Y2) ◦ F (u)∗ ◦ v∗(f), which is
what we wanted.

We could also have deduced the lemma from Lemma I.4.2.

Proposition I.4.6. Let C and C ′ be two categories, and let F : C → C ′ and G : C ′ → C be
functors. Suppose that we are given morphisms of functors ε : F ◦G→ idC ′ and η : idC → G◦F
such that the compositions

F
F (η)→ F ◦G ◦ F ε(F )→ F

and
G

η(G)→ G ◦ F ◦G G(ε)→ G

are equal to idF and idG respectively.

Then the morphisms of functors Φ : HomC ′(F (·), ·) → HomC (·, G(·)) and
Ψ : HomC (·, G(·)) → HomC ′(F (·), ·) are isomorphisms and inverses of each other. In par-
ticular, (F,G) is a pair of adjoint functors.

Proof. Let f ∈ HomC ′(F (X), Y ). The morphism f ′ := Ψ(X, Y )(Φ(X, Y )(f)) is the composi-
tion of the horizontal morphisms in the first row of the following diagram :

F (X)
F (η(X))

// F ◦G ◦ F (X)
F◦G(f)

//

ε(F (X)) ''

F ◦G(Y )
ε(Y )

//

(∗)

Y

F (X)

f

::
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As ε is a morphism of functors, the quadrilateral (*) in this diagram commutes, so
f ′ = f ◦ ε(F (X)) ◦ F (η(X)). But ε(F (X)) ◦ F (η(X)) = idF (X) by assumption, so f ′ = f .

Let g ∈ HomC (X,G(Y )). The morphism g′ := Φ(X, Y )(Ψ(X, Y )(g)) is the composition of
the horizontal morphisms in the first row of the following diagram :

X
η(X)

//

g
$$

G ◦ F (X)

(∗∗)

G◦F (g)
// G ◦ F ◦G(Y )

G(ε(Y ))
// G(Y )

G(Y )
η(G(Y ))

77

As η is a morphism of functors, the quadrilateral (**) in this diagram commutes, so
g′ = G(ε(Y )) ◦ η(G(Y )) ◦ g. But G(ε(Y )) ◦ η(G(Y )) = idG(Y ) by assumption, so g′ = g.

Proposition I.4.7. (i). Let F : C → C ′ be a functor. Then F has a right adjoint if and only if,
for every Y ∈ Ob(C ′), the functor HomC ′(F (·), Y ) : C op → Set is representable.

(ii). Let G : C ′ → C be a functor. Then G has a left adjoint if and only if, for every
X ∈ Ob(C ), the functor HomC (X,G(·)) : C ′ → Set is representable.

Proof. We prove (i) (the proof of (ii) is similar). If F has a right adjoint G, then, for every
Y ∈ Ob(C ′), the functor HomC ′(F (·), Y ) : C op → Set is representable by G(Y ).

Conversely, suppose that the functor HomC ′(F (·), Y ) : C op → Set is representable
for every Y ∈ Ob(C ′). For Y ∈ Ob(C ′), we denote by (G(Y ), η(Y )) a cou-
ple representing the functor HomC ′(F (·), Y ), where η(Y ) ∈ HomC ′(F (G(Y )), Y ). Let
g : Y1 → Y2 be a morphism of C ′. Then we get a morphism of functors
HomC (·, G(Y1)) ' HomC ′(F (·), Y1)

g∗→ HomC ′(F (·), Y2) ' HomC (·, G(Y2)), which comes
by Yoneda’s lemma from a morphism G(g) : G(Y1) → G(Y2) such that the following diagram
commutes :

HomC ′(F (·), Y1)
g∗
//

o
��

HomC ′(F (·), Y2)

o
��

HomC (·, G(Y1))
G(g)∗

// HomC (·, G(Y2))

It also follows from Yoneda’s lemma that the assignment g 7−→ G(g) respects the com-
position law and sends identity morphisms to identity morphisms. In other words, G
is a functor, and η is a morphism of functors from F ◦ G to idC ′ such that the map
Φ(X, Y ) : HomC ′(F (X), Y ) → HomC (X,G(Y )) sending f : F (X) → Y to G(f) ◦ η(X) is
bijective for every X ∈ Ob(C ) and every Y ∈ Ob(C ′). By Lemma I.4.5, the maps Φ(X, Y ) de-
fine an isomorphism of functors from HomC ′(F (·), ·) to HomC (·, G(·)). This shows that (F,G)
is a pair of adjoint functors.
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Example I.4.8. (1) The “free monoid (resp. group, abelian group, R-module, R-algebra,
commutative R-algebra, R-Lie algebra) on a set” functor is left adjoint to the forgetful
functor from Mon (resp. Grp, Ab, ModR or RMod, R −Alg, R −CAlg, R − Lie)
to Set.

(2) Let R be a commutative ring. The “universal envelopping algebra” functor is left adjoint
to the functor L : R −Alg → R − Lie that sends a R-algebra A to the Lie algebra on A
given by the commutator bracket.

(3) Let X be a set. Then the functor HomSet(X, ·) : Set→ Set is right adjoint to the functor
(.)×X . This is a complicated way to say that, if Y and Z are two other sets, then we have
a bijection

HomSet(Y,HomSet(X,Z)) ' HomSet(Y ×X,Z)

that is functorial in Y and in Z (and actually also in X).

(4) Let R be a commutative ring and M be a R-module. Then the functor
HomR(M, ·) : ModR →ModR is right adjoint to the functor (·)⊗R M . In other words,
if N and P are R-modules, we have a bijection

HomR(N,HomR(M,P )) ' HomR(N ⊗RM,P )

that is functorial in N and in P (and actually also in M ).

(5) Let α : R → S be a morphism of commutative rings. Then we get a “restriction of
scalars” functor α∗ : ModS →ModR, and it has a left adjoint (·)⊗R S called “extension
of scalars”.

(6) The abelianization functor from Grp to Ab is left adjoint to the forgetful functor from
Ab to Grp.

(7) Let X be a topological space, and let PSh(X) and Sh(X) be the categories of presheaves
and sheaves on X . Then the forgetful functor PSh(X)→ Sh(X) has a left adjoint, called
the sheafification functor.

(8) Let For : Top → Set be the forgetful functor. Then For has both left and right adjoints.
The left (resp. right) adjoint of For is the functor Set → Top that sends a set X to itself
with the discrete topology (resp. with the indiscrete or coarse topology).

Example I.4.9. Let R be a commutative ring and M be a R-module. Consider the pair of
adjoint functors (F,G) given by F = (·) ⊗R M and G = HomR(M, ·). (See Example
I.4.8(4).) For every R-module N , the unit ε(N) : N → G(F (N)) is the R-linear morphism
N → HomR(M,N ⊗R M) sending n ∈ N to the R-linear map m 7−→ n ⊗m, and the counit
η(M) : F (G(N)) → N is the R-linear morphism HomR(M,N) ⊗R M → N corresponding
to the R-bilinear map HomR(M,N) ×M → N , (f,m) 7−→ f(m). The statement of Proposi-
tion I.4.4 is easy to check in this case.

As another example of an adjoint functor, we construct the free category on a directed graph.
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Definition I.4.10. A directed graph C is the data of a set of vertices Ob(C ) and, for any
X, Y ∈ Ob(C ), of a set HomC (X, Y ) of edges from X to Y . If e is an edge from X to Y , we
call X (resp. Y ) the source (resp. target) of e.

A morphism of directed graphs F : C → D is the data of a map F : Ob(C ) → Ob(D) and,
for all X, Y ∈ Ob(C ), of a map F : HomC (X, Y )→ HomD(F (X), F (Y )).

We denote by DG the category of directed graphs.

We have made that definition resemble that of a category as much as possible. In fact, with our
notation, a directed graph is just a category without a notion of composition. There is an obvious
forgetful functor For : Cat→ DG.

Definition I.4.11. Let C be a directed graph. The free category (or path category) on C is the
category PC defined by:

(a) Ob(PC ) = Ob(C ).

(b) For all X, Y ∈ Ob(C ), the set HomPC (X, Y ) is the set of finite sequences
(X; e1, . . . , en;Y ), where either n = 0 and X = Y , or n ≥ 1, the source of e1 is X ,
the target of en is Y , and the target of ei is equal to the source of ei+1 for 1 ≤ i ≤ n− 1.

(c) If X, Y, Z ∈ Ob(C ), and if (X; e1, . . . , en;Y ) and (Y ; f1, . . . , fm;Z) are morphisms of
PC , then their composition is (X; e1, . . . , en, f1, . . . , fm;Z).

Note that the identity morphism of X ∈ Ob(PC ) is the length 0 sequence (X;∅;X).

If F : C → C ′ is a morphism of directed graphs, we define a functor
PF : PC → PC ′ by taking PF = F on objects, and, for all X, Y ∈ Ob(C ) and every
u = (X; e1, . . . , en;Y ) ∈ HomPC (X, Y ), setting PF (u) = (F (X);F (e1), . . . , F (en);F (Y )).
(This clearly respects identity morphisms and the composition law.)

Proposition I.4.12. The functor P : DG → Cat is left adjoint to the forgetful functor
For : Cat→ DG.

Proof. Let C be a directed graph and D be a category. We have an obvious morphism of directed
graphs η(C ) : C →PC , that is the identity on objects and sends an edge e ∈ HomC (X, Y ) to
the morphism (X; e;Y ) ∈ HomPC (X, Y ). Composition on the right with η(C ) induces a map
α : HomCat(PC ,D)→ HomDG(C ,D), and we want to show that this map is a bijection.

Let F1, F2 : PC → D be two functors such that α(F1) = α(F2) = F . Then F1

and F2 are equal on objects by definition of α. Let X, Y ∈ Ob(PC ) = Ob(C ), and let
u = (X; e1, . . . , en;Y ) ∈ HomPC (X, Y ). If n = 0, then X = Y and u = idX , so
F1(u) = F2(u) = idF (X). If n ≥ 1, then u = un ◦ . . . ◦ u1, where, for i ∈ {1, . . . , n}, ui
is the morphism (Xi; ei;Xi+1) from the source Xi to the target Xi+1 of ei; note that X1 = X and
Xn+1 = Y . For every i, we have F1(ui) = F2(ui) = F (ei). So F1(u) = F2(u). This shows that
F1 = F2, hence that α is injective.
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We show that α is surjective. Let F : C → D be a morphism of directed graphs. We
want to extend it to a functor G : PC → D . We take G equal to F on objects. Let
X, Y ∈ Ob(PC ) = Ob(C ), and let u = (X; e1, . . . , en;Y ) ∈ HomPC (X, Y ). If n = 0,
then X = Y and u = idX , and we take G(u) = idF (X). If n ≥ 1, then we take
G(u) = (F (X);F (e1), . . . , F (en);F (Y )). By definition of the composition law in PC , this
does define a functor G : PC → D , and it is obvious that G ◦ η(C ) = F .

I.5 Limits

I.5.1 Definition and first properties

Definition I.5.1.1. Let F : I → C be a functor. A cone over F is a couple (X, (ui)i∈Ob(I )),
where X ∈ Ob(C ) and, for every i ∈ Ob(I ), ui : X → F (i) is a morphism of C , such that,
for every morphism α : i→ j of I , the following diagram is commutative :

X
ui

}}

uj

!!

F (i)
F (α)

// F (j)

The object X is called the apex of the cone and the morphisms ui are its legs. A morphism of
cones from (X, (ui)i∈Ob(I )) to (Y, (vi)i∈Ob(I )) is a morphism f : X → Y of C such that, for
every i ∈ Ob(I ), the following diagram commutes :

X
f
//

ui
��

Y

vi
}}

F (i)

We can compose morphisms of cones in the obvious way, so the cones over F form a category.

A limit of F is a final object in the category of cones over F . If such a limit exists, its apex is
denoted by lim←−F , or lim←−i∈Ob(I )

F (i). We say that the limit is indexed by the category I .

Limits are also called inverse limits or projective limits. .

Definition I.5.1.2. Let F : I → C be a functor. A cone under F (or a cocone over F ) is
a couple (X, (ui)i∈Ob(I )), where X ∈ Ob(C ) and, for every i ∈ Ob(I ), ui : F (i) → X is
a morphism of C , such that, for every morphism α : i → j of I , the following diagram is
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commutative :

F (i)
F (α)

//

ui
!!

F (j)

uj
}}

X

The object X is called the nadir of the cone and the morphisms ui are its legs. A morphism of
cones from (X, (ui)i∈Ob(I )) to (Y, (vi)i∈Ob(I )) is a morphism f : X → Y of C such that, for
every i ∈ Ob(I ), the following diagram commutes :

F (i)
vi

!!

ui
��

X
f
// Y

We can compose morphisms of cones in the obvious way, so the cones under F form a category.

A colimit of F is a initial object in the category of cones under F . If such a limit exists, its
nadir is denoted by lim−→F or lim−→I

F (i). We say that the colimit is indexed by the category I .

Colimits are also called direct limits or inductive limits. .

Example I.5.1.3. (1) Let F : I → C be a functor, with I a discrete category (i.e. a set). This
means that F is a family (F (i))i∈I of objects of C indexed by the set I . A limit of F is
called a product of this family and denoted by

∏
i∈I F (i), and a colimit of F is called a

coproduct of this family and denoted by
∐

i∈I F (i).

A product of (F (i))i∈I is the data an object
∏

i∈I F (i) of C , together with projection
morphisms pj :

∏
i∈I F (i) → F (j) for every j ∈ I , such that, if X is an object of

C and p′j : X → F (j), j ∈ J , are morphisms, then there exists a unique morphism
f : X →

∏
i∈I F (i) such that p′j = pj ◦ f . In other words, we have a bijection, functorial

in X :
HomC (X,

∏
i∈I

F (i))
∼→
∏
i∈I

HomC (X,F (i)).

Dually, a coproduct of (F (i))i∈I is the data an object
∐

i∈I F (i) of C , together with in-
clusion morphisms qj : F (j) →

∏
i∈I F (i) for every j ∈ I , such that, if X is an object

of C and p′j : F (j) → X , j ∈ J , are morphisms, then there exists a unique morphism
g :
∐

i∈I F (i) → X such that q′j = g ◦ pj . In other words, we have a bijection, functorial
in X :

HomC (
∐
i∈I

F (i), X)
∼→
∏
i∈I

HomC (F (i), X).

(2) Let I be the category that has two objects 0 and 1 and two non-identity maps from 0 to
1. A functor F : I → C is just the data of two morphisms f, g : X → Y of C with the
same source and target. A limit (resp. colimit) of F is called a kernel or equalizer (resp.
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cokernel or coequalizer) of the couple (f, g) and denoted by Ker(f, g) (resp. Coker(f, g)).

Note that a cone over F is the data of an object Z of C and of two morphisms w : Z → X
and w′ : Z → Y such that w′ = f ◦ w = g ◦ w; in particular, the morphism w′ is
determined by w. Hence a kernel of (f, g) is the data of an object Ker(f, g) of C , together
with a morphism u : Ker(f, g) → X such that f ◦ u = g ◦ u, such that, for every object
Z of C and every morphism v : Z → X such that f ◦ v = g ◦ v, there exists a unique
w : Z → Ker(f, g) such that v = u ◦ w.

Z
v

$$��

Ker(f, g) u
// X

f
//

g
// Y

In other words, we have an isomorphism, functorial in Z :

HomC (Z,Ker(f, g))
∼→ Ker( HomC (Z,X)

f∗
//

g∗
// HomC (Z, Y )) .

Dually, a cokernel of (f, g) is the data of an object Coker(f, g) of C , together with a
morphism u : Y → Coker(f, g) such that u ◦ f = u ◦ g, such that, for every object Z
of C and every morphism v : Y → Y such that v ◦ f = v ◦ g, there exists a unique
w : Coker(f, g)→ Z such that v = w ◦ u.

X
f
//

g
// Y

u //

v
%%

Coker(f, g)

��

Z

In other words, we have an isomorphism, functorial in Z :

HomC (Coker(f, g), Z)
∼→ Ker( HomC (Y, Z)

f∗
//

g∗
// HomC (X,Z) ).

If C has a zero object (see Definition I.2.1.9) and f : X → Y is a morphism of C , then
we write Ker(f) = Ker(f, 0) and Coker(f) = Coker(f, 0) and call these the kernel and
cokernel of f .

(3) Suppose that the category I is empty (that is, Ob(I ) is empty). Then there is a unique
functor F : I → C . A cone over or under F is just an object of C , and a morphism of
cones is a morphism in C . So a limit of F is a final object of C , and a colimit of F is an
initial object of C .
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Functoriality

Let F,G : I → C be two functors, and let φ : F → G be a morphism of functors. Then,
if (X, (ui)) is a cone over F , the pair (X, (φ(i) ◦ ui)) is a cone over G. If F and G both have
limits, this implies that we have a unique morphism lim←−F → lim←−G of cones over G; we denote
this morphism by lim←−φ. If φ = idF , then clearly lim←−φ = idlim←−F . Also, if φ : F → G and
ψ : G → H are two morphisms of functors from I to C and F , G and H have limits, then
lim←−ψ◦ lim←−φ : lim←−F → lim←−H is a morphism of cones overH , so it has to be equal to lim←−(ψ◦φ).
In particular :

Proposition I.5.1.4. If every functor F : I → C has a limit, then the construction above defines
a functor lim←− : Func(I ,C )→ C .

Similarly, we prove :

Proposition I.5.1.5. If every functor F : I → C has a colimit, then we have a functor
lim−→ : Func(I ,C ) → C such that, for every morphism φ : F → G in Func(I ,C ), the
morphism lim←−φ is the unique morphism of cones under F from lim←−F to lim←−G.

I.5.2 The case of Set

This is one situation where we have to be careful about set-theoretical issues.4 The upshot is that
all limits and colimits exist in then category of sets, if the catgeory I indexing them is not too
big. If we work with catgeories whose objects can form a proper class, this means that Ob(I )
must be a set. If we work with universes, as we do here, it means that we have the following
result :

Theorem I.5.2.1. Let U be a universe, and let Set = SetU (so the objects of Set are the sets
X ∈ U ). Let F : I → Set be a functor, and assume that the category I is U -small, i.e. that
Ob(I ) ∈ U . Then F has a limit and a colimit in Set.

More precisely, let

lim←−F = {(xi) ∈
∏

i∈Ob(I )

F (i) | ∀α : i→ j, F (α)(xi) = xj},

and, for each i ∈ Ob(I ), let pi : lim←−F → F (i) be the restriction of the canonical projection∏
i′∈Ob(I ) F (i′)→ F (i). Then (lim←−F, (pi)) is a limit of F .

On the other hand, let
∐

i∈Ob(I ) F (i) be the disjoint union of the family (F (i))i∈Ob(I ). We
write elements of this disjoint union as pairs (i, x), where i ∈ Ob(I ) and x ∈ F (i). consider
the relation R on

∐
i∈Ob(I ) F (i) given by (i, x)R(j, y) if there exists a morphism α : i → j in

4But you can ignore this in first approximation. See Remark I.5.2.5 for an example of what can go wrong.
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I such that F (α)(x) = y. Let ∼ be the equivalence relation generated by R; in other words,
we have (i, x) ∼ (j, y) if there exists a finite sequence (i0, x0), . . . , (i2n, x2n) of elements of∐

i∈Ob(I ) F (i) such that (i, x) = (i0, x0), (i2n, x2n) = (j, y), and, for every m ∈ {1, . . . , n},
(i2m−2, x2m−2)R(i2m−1, x2m−1) and (i2m−1, x2m−1)R(i2mx2m).

(i1, x1)
R

ww

R

$$

· · ·
R

||

R

��

(i2n−1, x2n−1)

R

yy

R

((

(i, x) = (i0, x0) (i2, x2) · · · (i2n, x2n) = (j, y)

Let lim−→F =
∐

i∈Ob(I ) F (i)/ ∼, and, for every i ∈ Ob(I ), let qi : F (i) → lim−→F be the
composition of the map F (i) →

∐
i′∈Ob(I ) F (i′), x 7−→ (i, x) and of the canonical projection

from
∐

i′∈Ob(I ) F (i′) to lim−→F . Then (lim−→F, (qi)) is a colimit of F .

In other words, the category SetU has all limits and colimits indexed by U -small categories.

Proof. Let (X, (ui)) be a cone over F . Then the family (ui) defines a map
g : X →

∏
i∈Ob(I ) F (i), and the condition that F (α) ◦ ui = uj for every morphism α : i→ j of

I says exactly that this map factors through the subset lim←−F of
∏

i∈Ob(I ) F (i), hence induces
a morphism of cones f : X → lim←−F . Conversely, let f ′ : X → lim←−F be a morphism of
cones over F , and let g : X →

∏
i∈Ob(I ) F (i) be its composition with the injection of lim←−F in∏

i∈Ob(I ) F (i). Then, for every i ∈ Ob(I ), we have pi ◦ g = gi, so the ith component of g is
ui; this implies that g′ = g, hence that f ′ = f .

Now let (X, (ui)) be a cone under F . We consider the map g :
∐

i∈Ob(I ) F (i) → X defined
by g(i, x) = ui(x), for i ∈ Ob(I ) and x ∈ F (i). The condition that ui = uj ◦ F (α) for every
morphism α : i→ j of I implies that g(i, x) = (j, y) if (i, x)R(j, y), hence that g(i, x) = (j, y)
if (i, x) ∼ (j, y). So g factors through the canonical quotient map

∐
i∈Ob(I ) F (i) → lim−→F and

we get a map f : lim−→F → X , which is clearly a morphism of cones under F. Conversely, let
f ′ lim−→F → X be a morphism of cones under F , and let g′ be its composition with the canonical
quotient map

∐
i∈Ob(I ) F (i)→ lim−→F . Then, for every i ∈ Ob(I ), we have f ◦ qi = ui, hence

g(i, x) = ui(x) for every x ∈ F (i). This implies that g = g′, hence that f = f ′.

Example I.5.2.2. (1) Let I ∈ U be a discrete category, i.e. a set. A functor from I to Set is
just a family (Xi)i∈I of sets indexed by I . The limit of such a functor is the product of this
family, and its colimit is the coproduct (or disjoint union) of this family.

(2) Let X and Y be sets, and f, g : X → Y be maps. Then

Ker(f, g) = {x ∈ X | f(x) = g(x)}

and Coker(f, g) is the quotient of Y by the equivalence relation generated by the relation
R defined by f(x)Rg(x), for every x ∈ X .
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Example I.5.2.3. Let p be a prime number. Consider the set N with its usual order as a category,
and let F : Nop → Set be the functor that sends n ∈ N to Z/pnZ and that, for m ≤ n, sends the
unique morphism α : n → m to the canonical projection Z/pnZ → Z/pmZ. Then lim←−F = Zp.
We also denote this by lim←−n∈N Z/p

nZ (or just lim←−n Z/p
nZ).

Remark I.5.2.4. Let F : I → Set be a functor, with I a U -small category. For every mor-
phism α : i→ j in I , we write i = σ(α) and j = τ(α). Let Mor(I ) =

∐
i,j∈Ob(I ) HomI (i, j).

We define two maps f, g :
∏

i∈Ob(I ) F (i)→
∏

α∈Mor(I ) F (τ(α)) in the following way :

- for every α ∈ Mor(I ), the composition of f with the projection on the α component of∏
α∈Mor(I ) F (τ(α)) is the map (xi) 7−→ xτ(α);

- for every α ∈ Mor(I ), the composition of g with the projection on the α component of∏
α∈Mor(I ) F (τ(α)) is the map (xi) 7−→ F (α)(xσ(α)).

Then lim←−F = Ker(f, g).

Similarly, we define two maps f, g :
∐

α∈Mor(I ) F (σ(α)) →
∐

i∈Ob(I ) F (i) in the following
way :

- for every α ∈ Mor(I ), if x ∈ F (σ(α)), then f(α, x) = (σ(α), x);

- for every α ∈ Mor(I ), if x ∈ F (σ(α)), then g(α, x) = (τ(α), F (α)(x)).

Then lim−→F
F = Coker(f, g).

In other words, we know how to calculate limits and colimits in Set as soon as we know how
to calculate kernels and cokernels. This generalizes to arbitrary categories, as long as all the
limits exist.
Remark I.5.2.5. Here is an example of what can go wrong if we don’t bound the size of the in-
dexing category. Let U be a universe as before, and let I =

∐
X,Y ∈Ob(Set) HomSet(X, Y ). Note

that I 6∈ U (for example because card(I) = card(U )). Let X ∈ U be a set with two elements.
Then the direct product XI has cardinality 2I , which is strictly bigger than card(I) = card(U ),
so it is not an object of SetU . So the limit of the functor F : I → SetU , i 7−→ X does not exist.

In what follows, we fix a universe U , we take Set = SetU , we assume that all categories are
U -categories and, if we take a limit or colimit in Set, we assume that the indexing category is
U -small.

I.5.3 Presheaves and limits

The proof of the following result is straightforward from the definition of a limit and a colimit.

Proposition I.5.3.1. Let I and D be categories.

(i) Assume that all functors I → D have limits. Then, for every category C , all functors
I → Func(C ,D) have limits, and, if F : I → Func(C ,D) is a functor, then lim←−F is
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the functor from C to D sending X ∈ Ob(C ) to lim←−i∈Ob(I )
F (i)(X) and a morphism f of

C to lim←−i∈Ob(I )
F (i)(f).

(ii) Assume that all functors I → D have colimits. Then, for every category C , all functors
I → Func(C ,D) have colimits, and, if F : I → Func(C ,D) is a functor, then lim−→F is
the functor from C to D sending X ∈ Ob(C ) to lim−→i∈Ob(I )

F (i)(X) and a morphism f of
C to lim−→i∈Ob(I )

F (i)(f).

In particular, if C is a category, then the categories PSh(C ) and PSh(C op) have all limits and
colimits (index by U -small categories).

We now explain how to see limits and colimits as objects representing functors from C or C op

to Set.

Let I be a (U -small) category. Consider the functor S lim←− : Func(I ,C ) → PSh(C ) 5

sending F : I → C to the limit in PSh(C ) of the functor hC ◦ F . In other words :

(1) If F : I → C is a functor, then S lim←−F : C op → Set is the presheaf sending an object
X of C to

S lim←−F (X) = {(ui) ∈
∏

i∈Ob(I )

HomC (X,F (i)) | ∀α : i→ j, F (α) ◦ ui = uj}

= lim←−
i∈Ob(I )

HomC (X,F (i))

= lim←−HomC (X, ·) ◦ F,

and a morphism f : X → Y of C to the map (ui) 7−→ (ui ◦ f).

(2) If v : F → G is a morphism of functors from I to C , then, for ev-
ery X ∈ Ob(C ), S lim←− v(X) is the restriction to S lim←−F (X) of the map
(ui) 7−→ (v(i) ◦ ui) ∈

∏
i∈Ob(I ) HomC (X,G(i)). It is easy to check that, if the fam-

ily (ui) is in S lim←−F (X), then the family (v(i) ◦ ui) is in S lim←−G(X).

Proposition I.5.3.2. Let F : I → C be a functor. Then F has a limit if and only if the presheaf
S lim←−F is representable, and a limit of F is the same as a pair representing this presheaf.

Proof. Indeed, if the pair (X, (ui)) represents S lim←−F , then it is a cone over F with apexX , and,
for every cone (Y, (vi)) over F with apex Y , i.e. for every Y ∈ Ob(C ) and (vi) ∈ S lim←−F (Y ),
there is a unique morphism f : Y → X such that (vi) = S lim←−F (f)((ui)) = (ui ◦ f), that is,
there exists a unique morphism of cones from (Y, (vi)) to (X, (ui)). So (X, (ui)) is a final object
in the category of cones over F .

Conversely, suppose that (X, (ui)) is a final object in the category of cones over F . Let
Y ∈ Ob(C ). Then, for every cone (Y, (vi)) with apex Y over F , there exists a unique morphism

5“Stupid limit”, for lack of a better name.
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of cones from (Y, (vi)) to (X, (ui)), that is, there exists a unique morphism f : Y → X in C such
that vi = ui ◦ f for every i ∈ Ob(I ). In other words, the map HomC (Y,X) → S lim←−F (Y ),
f 7−→ (ui ◦ f) is bijective. This shows that the couple (X, (ui)) represents the presheaf S lim←−F .

There is another way to state the result of Proposition I.5.3.2 (when C has all limits indexed
by I ). Consider the functor c : C → Func(I ,C ) that sends X ∈ Ob(C ) to the “constant”
functor c(X) : I → C defined by c(X)(i) = X for every i ∈ Ob(I ) and c(X)(α) = idX
for every morphism α of I , and that sends a morphism f : X → Y of C to the morphism of
functors c(F ) : c(X)→ c(Y ) defined by c(f)(i) = f for every i ∈ Ob(I ).

If F : I → C is a functor, giving a morphism of c(X)→ F is the same as giving a cone over
F with apex X , or, as we have seen above, an element of S proj limF (X). So we get :

Corollary I.5.3.3. If every functor F : I → C has a limit, then the functor
lim←− : Func(C ,I )→ C of Proposition I.5.1.4 is right adjoint to c : C → Func(C ,I ).

In other words, for every X ∈ Ob(C ) and every F ∈ Func(I ,C ), we have an isomorphism

HomC (X, lim←−F ) ' HomFunc(I ,C )(c(X), F ) = lim←−
i∈Ob(I )

HomC (X,F (i)),

and this isomorphism is an isomorphism of functors from C op × Func(I ,C ) to Set.

All these results have a dual version for colimits. We will give the statements, the proofs are
similar.

We consider the functor S lim−→ : Func(I ,C ) → PSh(C op) sending F : I → C to the limit
of kC ◦ F in PSh(C op). 6 In other words :

(1) If F : I → C is a functor, then S lim−→F : C → Set is the functor sending an object X of
C to

S lim−→F (X) = {(ui) ∈
∏

i∈Ob(I )

HomC (F (i), X) | ∀α : i→ j, ui = uj ◦ F (α)}

= lim←−
i∈Ob(I op)

HomC (F (i), X)

= lim←−HomC (·, X) ◦ F,

and a morphism f : X → Y of C to the map (ui) 7−→ (f ◦ ui).

(2) If v : F → G is a morphism of functors from I to C , then, for ev-
ery X ∈ Ob(C ), S lim−→ v(X) is the restriction to S lim−→F (X) of the map
(i, u) 7−→ (u ◦ v(i)) ∈

∏
i∈Ob(I ) HomC (G(i), X).

6 We are taking the limit and not the colimit, because the functor kC is a contravariant functor from C to PSh(C op),
so it reverses the direction of arrows.
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Proposition I.5.3.4. Let F : I → C be a functor. Then F has a colimit if and only if the functor
S lim−→F is representable, and a colimit of F is the same as a pair representing this functor.

Corollary I.5.3.5. If every functor F : I → C has a colimit, then the functor
lim−→ : Func(C ,I )→ C of Proposition I.5.1.5 is left adjoint to c : C → Func(C ,I ).

In other words, for every X ∈ Ob(C ) and every F ∈ Func(I ,C ), we have an isomorphism

HomC (lim−→F,X) ' HomFunc(I ,C )(F, c(X)) = lim←−
i∈Ob(I op)

HomC (F (i), X),

and this isomorphism of functors from Func(I ,C )op × C to Set.

I.5.4 General properties of limits and colimits

I.5.4.1 Limits of limits

Let I , J and C be categories. We have an equivalence of categories
Func(I ×J ,C )

∼→ Func(I ,Func(J ,C )) sending a bifunctor F : I ×J → C to the func-
tor FI : i 7−→ (F (i, ·) : J → C ) (its quasi-inverse sends a functor G : I → Func(J ,C )
to the bifunctor (i, j) 7−→ G(i)(j)). Similarly, we have an equivalence of categories
Func(I ×J ,C )

∼→ Func(J ,Func(I ,C )), which we denote by F 7−→ FJ .

Let F : I ×J → C . Then, if all the limits appearing in the formulas exist, we have
isomorphisms

lim←−F ' lim←− lim←−FI ' lim←− lim←−FJ ,

which we also write

lim←−
(i,j)∈Ob(I )×Ob(J )

' lim←−
j∈Ob(J )

lim←−
i∈Ob(I )

F (i, j) ' lim←−
i∈Ob(I )

lim←−
j∈Ob(J )

F (i, j).

Similary, if all the colimits appearing in the formulas exist, we have isomorphisms

lim−→F ' lim−→ lim−→FI ' lim−→ lim−→FJ ,

which we also write

lim−→
(i,j)∈Ob(I )×Ob(J )

' lim−→
j∈Ob(J )

lim−→
i∈Ob(I )

F (i, j) ' lim−→
i∈Ob(I )

lim−→
j∈Ob(J )

F (i, j).

I.5.4.2 Limits and functors

Let I , C and C ′ be categories, and let F : C → C ′ and α : I → C be functors.
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If the functors α and F ◦ α have limits, then, by the definition of limits as terminal cones, we
have a morphism of cones over F ◦ α :

F (lim←−α)→ lim←−(F ◦ α).

Similarly, if the functors α and F ◦α have colimits, then, by the definition of colimits as initial
cones, we have a morphism of cones under F ◦ α :

lim−→(F ◦ α)→ F (lim−→α).

Definition I.5.4.1. Let I be a category and F : C → C ′ be a functor.

(i). Suppose that C and C ′ admits all limits indexed by I . We say that F commutes with
limits indexed by I if, for every α ∈ Func(I ,C ), the morphism F (lim←−α)→ lim←−(F ◦α)
defined above is an isomorphism.

We say that F commutes with products (resp. kernels, resp. finite limits, resp. finite
products) if it commutes with all limits indexed by discrete categories (resp. the category
I of Example I.5.1.3(2), resp. all finite categories, resp. all finite discrete categories).

(ii). Suppose that C and C ′ admits all colimits indexed by I . We say that F com-
mutes with colimits indexed by I if, for every α ∈ Func(I ,C ), the morphism
lim−→(F ◦ α)→ F (lim−→α) defined above is an isomorphism.

We say that F commutes with coproducts (resp. cokernels, resp. finite colimits, resp.
finite coproducts) if it commutes with all colimits indexed by discrete categories (resp.
the category I of Example I.5.1.3(2), resp. all finite categories, resp. all finite discrete
categories).

Example I.5.4.2. The Yoneda embedding hC : C → PSh(C ) commutes with limits indexed by
any (U -small) category. On the other hand, it doesn’t always commute with colimits. 7

The main result about these notions is that right adjoint functors commute with limits and left
adjoint functors commute with colimits.

Proposition I.5.4.3. Let I be a category and F : C → C ′ be a functor.

(i). Suppose that C and C ′ admits all limits indexed by I . If F admits a left adjoint, then it
commutes with all limits indexed by I .

(ii). Suppose that C and C ′ admits all colimits indexed by I . If F admits a right adjoint, then
it commutes with all colimits indexed by I .

Proof. We prove (i) (the proof of (ii) is similar). Let G be a left adjoint of F , and let α : I → C
be a functor. To check that the morphism F (lim←−α) → lim←−(F ◦ α), it suffices to check that its

7See PS 2.
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image by the Yoneda embedding hC ′ is an isomorphism. So let Y ∈ Ob(C ′). The morphism
HomC ′(Y, F (lim←−α))→ HomC ′(Y, lim←−(F ◦ α)) is equal to the composition

HomC ′(Y, F (lim←−α)) ' HomC (G(Y ), lim←−α)

' lim←−
i∈Ob(I )

HomC (G(Y ), α(i))

' lim←−
i∈Ob(I )

HomC (F (X), F (α(i)))

' HomC ′(Y, lim←−(F ◦ α)),

hence it is an isomorphism.

I.5.5 Limits and colimits in other categories

We explain some of the constructions of limits and colimits in other categories. As in the category
of sets, if we can construct products and kernels (resp. coproducts and cokernels), then we can
get all limits (resp. colimits).

I.5.5.1 Some common categories

Topological spaces

Limits If I is a set and (Xi)i∈I is a family of topological spaces, then the prod-
uct

∏
i∈I Xi in the category Top is the product of the Xi as sets with the product

topology. In general, if F : I → Top is a functor, then lim←−F is the subset
{(xi) ∈

∏
i∈Ob(I ) F (i) | ∀α : i → j, F (α)(xi) = xj} of

∏
i∈Ob(I ) F (i) with the subspace

topology.

Colimits If I is a set and (Xi)i∈I is a family of topological spaces, then the coproduct
∐

i∈I Xi

in the category Top is the disjoint union of the Xi (i.e. the coproduct in the category of sets),
with the topology such that U ⊂

∐
i∈I Xi is open if and only U ∩Xi is open for every i ∈ I . In

general, if F : I → Top is a functor, then lim−→F is the same quotient of
∐

i∈Ob(I ) F (i) as in
the construction of colimits of sets, with the quotient topology.

In particular, the forgetful functor Top→ Set commutes with all limits and all colimits.
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Groups

Let F : I → Grp be a functor. Then
∏

i∈Ob(I ) F (i) has a natural group structure (multiplying
entry by entry), and the subset {(xi) ∈

∏
i∈Ob(I ) F (i) | ∀α : i → j, F (α)(xi) = xj} of∏

i∈Ob(I ) F (i) is a subgroup of this group. This is the limit of F .

Colimits also exist in Grp, but they are harder to construct, and the forgetful functor
Grp → Top does not commute with colimits. Coproducts in Grp are called free products.
If f, g : G → H are two morphisms of groups, then Coker(f − g) is the quotient of H by the
normal subgroup of H generated by the subset {f(x)g(x)−1, x ∈ G}.

R-modules

We look at the category RMod, the case of ModR is similar. (If only because a right R-module
is a left module over the opposite ring of R.)

Limits If I is a set and (Mi)i∈I is a family of left R-modules, then the product
∏

i∈IMi has a
natural structure of left R-module (if a ∈ R and (mi) ∈

∏
i∈IMi, take a · (mi) = (ami)), and it

is the product in the category RMod. In general, if F : I → Top is a functor, then the subset
{(xi) ∈

∏
i∈Ob(I ) F (i) | ∀α : i → j, F (α)(xi) = xj} of

∏
i∈Ob(I ) F (i) is a R-submodule, and

this is lim←−F .

Colimits If I is a set and (Mi)i∈I is a family of left R-modules, then the coproduct of (Mi)i∈I
in RMod is the direct sum

⊕
i∈IMi. (Indeed, the direct sum has the correct universal property.)

Let F : I → Top be a functor, let M =
⊕

i∈Ob(I ) F (i) and M ′ =
⊕

α∈Mor(I ) F (σ(α)) (we
are using the notation of Remark I.5.2.4), and consider the two maps f, g : M ′ →M defined by
:

- for every α ∈ Mor(I ), if x ∈ F (σ(α)), then f(x) = x;

- for every α ∈ Mor(I ), if x ∈ F (σ(α)), then g(x) = F (α)(x).

Then lim−→F
F = Coker(f − g) = M/ Im(f − g).

In particular, the forgetful functor RMod→ Set commutes with limits, but not with colimits
in general. This also holds for the inclusion functor Ab→ Grp; for example, the coproduct of
the family (Z,Z) is the free group on two generators in Grp, but it is Z⊕ Z in Ab.

Rings

Just as in the cases of groups and R-modules, if F : I → Ring is a functor, then the limit in
Set of its composition with the forgetful functor Ring → Set has a natural structure of ring,
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and this gives the limit of F .

All colimits exist in Ring, but, as in Grp, they are harder to construct, and the forgetful
functor Ring → Set does not commute with colimits. For example, if f, g : R → S are two
morphisms of rings, then Coker(f, g) is the quotient of S by the two-sided ideal of S generated
by the subset {f(r)− g(r), r ∈ R}.

Commutative rings

If F : I → CRing is a functor, then the limit of F as a functor I → Ring is a commutative
ring, and this gives the limit of F . So the forgetful functor Ring→ Set commutes with limits.

We can construct all colimits if we know how to construct cokernels and coproducts. If
f, g : R → S are two morphisms of commutative rings, then Coker(f, g) is the quotient of
S by the ideal of S generated by the subset {f(r) − g(r), r ∈ R}. The coproduct of a family
(Ri)i∈I of commutative rings is the tensor product

⊗
i∈I Ri. Note that, once again, colimits don’t

commute with the forgetful functors from CRing to Ring, Ab or Set.

I.5.5.2 Limits as kernels between products

Let C be a category, and let F : I → C be a functor. For every morphism α : i→ j in I , we
write i = σ(α) and j = τ(α). Let Mor(I ) =

∐
i,j∈Ob(I ) HomI (i, j).

Suppose that the productsA =
∏

i∈Ob(I ) F (i) andB =
∏

α∈Mor(I ) F (τ(α)) exists. We define
two morphisms f, g : A→ B in the following way :

- for every α ∈ Mor(I ), the composition of f with the projection on the α component of∏
α∈Mor(I ) F (τ(α)) is the projection A→ F (τ(α));

- for every α ∈ Mor(I ), the composition of g with the projection on the α component
of
∏

α∈Mor(I ) F (τ(α)) is the the compositon of F (α) and of the canonical projection
A→ F (σ(α)).

Suppose that Ker(f, g) exists, and, for every i ∈ Ob(I ), let ui : Ker(f, g) → F (i) be the
composition of the projection A→ F (i) and of the canonical morphism Ker(f, g)→ A.

Then (Ker(f, g), (ui)i∈Ob(I )) is a limit of F .

Proof. We first check that (Ker(f, g), (ui)i∈Ob(I )) is a cone over F . For every α ∈ Mor(I ),
let pα : B → F (τ(α)) be the canonical projection. By definition of the morphisms f and g,
for every morphism α : i → j in I , we have pj = pα ◦ f and F (α) ◦ pi = pα ◦ g, hence
uj = F (α) ◦ ui.

Let (C, (vi)i∈Ob(I )) be a cone over F . The family (vi) defines a morphism v : C → A. The
compatibility condition on the vi says that, for every morphism α : i → j in I , the morphisms
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pα ◦ f ◦ v = vj and pα ◦ g ◦ v = F (α) ◦ vi are equal. So v factors uniquely through Ker(f, g).

There is a similar construction for colimits once we have coproducts and cokernels, see Re-
mark I.5.2.4.

I.5.6 Filtrant colimits

Definition I.5.6.1. A category I is called filtrant if:

(a) I is nonempty;

(b) for any i, j ∈ Ob(I ), there exists a k ∈ Ob(I ) and morphisms i→ k and j → k;

(c) if f, g : i → j are morphisms in I , there exists a morphism h : j → k such that
h ◦ f = h ◦ g.

This generalizes the definition of a (nonempty) directed poset.

Colimits indexed by filtrant categories are called filtrant colimits. They are usually easier to
calculate. For example :

Proposition I.5.6.2. Let I be a filtrant category, and let F : I → Set be a functor. Consider
the following relation∼ on

∐
i∈Ob(I ) F (i) : (i, x) ∼ (j, y) if and only if there exists k ∈ Ob(I )

and morphisms α : i → k, β : j → k such that F (α)(x) = F (β)(y). Then ∼ is an equivalence
relation, lim−→F =

∐
i∈Ob(I ) / ∼.

Proof. If ∼ is an equivalence relation, then it is clearly the equivalence relation generated
by the relation R of Theorem I.5.2.1. So it suffices to show that ∼ is an equivalence re-
lation; as it is clearly reflexive and symmetric, it suffices to show that it is transitive. Let
(i1, x1), (i2, x2), (i3, x3) ∈

∐
i∈Ob(I ) F (i) such that (i1, x1) ∼ (i2, x2) and (i2, x2) ∼ (i3, x3).

Then there exists morphisms α1 : i1 → j, α2 : i2 → j, β2 : i2 → k and β3 : i3 → k in I
such that F (α1)(x1) = F (α2)(x2) and F (β2)(x2) = F (β3)(x3). By condition (b) of Definition
I.5.6.1, there exist morphisms γ : j → l and δ : j → l. By condition (c) of Definition I.5.6.1,
there exists a morphism ε : l→ l′ such that ε ◦ γ ◦ α2 = ε ◦ δ ◦ β2. Then we get

F (ε ◦ γα1)(x1) = F (ε ◦ γ)(F (α1)(x1)) = F (ε ◦ γ)(F (α2)(x2)) = F (ε ◦ γ ◦ α2)(x2)

= F (ε ◦ δ ◦ β2)(x2)

= F (ε ◦ δ)(F (β2)(x2))

= F (ε ◦ δ)(F (β3)(x3))

= F (ε ◦ δ ◦ β3)(x3),

so (i1, x1) ∼ (i3, x3).
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Corollary I.5.6.3. Let R be a ring and let For : RMod → Set be the forgetful functor. Then
For commutes with filtrant colimits.

We have a similar statement for right R-modules. Note that this is false without the hypothesis
that I is filtrant. For example, coproducts in RMod are direct sums and coproducts in Set are
disjoint unions.

Proof. See problem A.2.4.

Let F : I ×J → C be a functor. By the universal properties of limits and colimits, there is
always a canonical morphism

(*) lim−→
i∈Ob(I )

lim←−
j∈Ob(J )

F (i, j)→ lim←−
j∈Ob(J )

lim−→
i∈Ob(I )

F (i, j).

(If all limits and colimits in this formula exist.) This is not an isomorphism in general. However,
we have the following result :

Proposition I.5.6.4. Let F : I ×J → Set be a functor. Suppose that the category I is
filtrant and that the category J is finite. Then the morphism (*) is an isomorphism.

In other words, for every filtrant category I , the functor lim−→ : Func(I ,Set) → Set com-
mutes with finite limits.

Proof. It suffices to show that lim−→ : Func(I ,Set) → Set commutes with finite products and
with kernels.

Kernels: Let F,G : I → Set be two functors, and let u, v : F → G be two morphisms of
functors. Let H : I → Set be the functor i ∈ Ob(I ) to Ker(u(i), v(i) : F (i) → G(i)), and a
morphism α : i → j to the map induced by F (α). Let Y = Ker(lim−→u, lim−→ v : lim−→F → lim−→G).
We have a natural map φ : lim−→H → Y , and we want to show that it is a bijection.

We first prove that φ is surjective. Let y ∈ Y . Then there exists i ∈ Ob(I ) and
x ∈ F (i) such that y is the image of (i, x) by the canonical map

∐
i′∈Ob(I ) F (i′) → Z.

As lim−→u(y) = lim−→ v(y), the images of ui(x) and vi(x) in lim−→G are equal, so there exists
α : i → j such that G(α)(ui(x)) = G(α)(vi(x)). Let x′ = F (α)(x) ∈ F (j). Then
uj(x

′) = G(α)(ui(x)) = G(α)(vi(x)) = vj(x
′), so x′ ∈ H(j). Also, (i, x) and (j, x′) have

the same image in lim−→H , so φ the image of (j, x′) in lim−→H to y.

We now show that φ is injective. Let i, j ∈ Ob(I ), x ∈ H(i) and x′ ∈ H(j) such that
the images of (i, x) and (j, x′) in lim−→H have the same image by φ. This means that (i, x) and
(j, x′) have the same image in lim−→F , so there exists α : i → k and β : j → k such that
F (α)(x) = F (β)(x′). But then (i, x) and (j, x′) also have the same image in lim−→H , as desired.
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Finite products: Let F1, . . . , Fn : I → Set be functors, and let G = F1 × . . .× Fn. We want
to show that the canonical map λ : lim−→G→ (lim−→F1)× . . .× (lim−→Fn) is bijective.

We show that λ is injective. Let x, y ∈∈ lim−→G such that λ(x) = λ(y). We represent x (resp.
y) by (i, x1, . . . , xn) (resp. (j, y1, . . . , yn) with i ∈ Ob(I ) and xm ∈ Fm(i) (resp. j ∈ Ob(I )
and ym ∈ Fm(j)). The assumption that λ(x) = λ(y) says that, for every m ∈ {1, . . . ,m},
(i, xm) and (j, ym) have the same image in lim−→Fm, so there exist morphisms αm : i → km and
βm : j → km in I such that Fm(αm)(xm) = Fm(βm)(ym). By condition (b) of Definition
I.5.6.1, we can find l ∈ Ob(I ) and morphisms γ1 : k1 → l, . . . , γn : kn → l. By condition (c)
of the same definition, we can find a morphism δ : l→ l′ such that δ ◦γ1 ◦α1 = . . . = δ ◦γn ◦αn
and δ ◦γ1 ◦β1 = . . . = δ ◦γn ◦βn. Then G(δ ◦γ1 ◦α1)(x1, . . . , xn) = G(δ ◦γ1 ◦β1)(y1, . . . , yn),
so x = y.

We show that λ is surjective. Let (z1, . . . , zn) ∈ (lim−→F1) × . . . × (lim−→Fn). For every
m ∈ {1, . . . , n}, we choose im ∈ Ob(I ) and xm ∈ Fm(im) such that (im, xm) represents
zm. By condition (b) of Definition I.5.6.1, we can find j ∈ Ob(I ) and morphisms α1 : i1 → j,
. . . , αn : in → j. Let z be the image in lim−→G of (j, F1(α1)(x1), . . . , Fn(αn)(xn)). Then
λ(z) = (z1, . . . , zn).

Corollary I.5.6.5. Let R be a ring and I be a filtrant category. Then the functor
lim−→ : Func(I , RMod)→ RMod commutes with finite limits.
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II.1 Additive categories

II.1.1 Preadditive categories

Definition II.1.1.1. (i). A preadditive category is a category C with the additional data of an
abelian group structure on HomC (X, Y ), for allX, Y ∈ Ob(C ), such that the composition
maps are Z-bilinear. More generally, if k is a commutative ring, a k-linear category is
a category C with the additional data of a k-module structure on HomC (X, Y ), for all
X, Y ∈ Ob(C ), such that the composition maps are k-bilinear.

(ii). Let C and D be preadditive (resp. k-linear) categories. A functor F : C → D
is called additive (resp. k-linear) if, for all X, Y ∈ Ob(C ), the map
F : HomC (X, Y )→ HomD(F (X), F (Y )) is a morphism of groups (resp. of k-modules).

Notation II.1.1.2. If C and D are two preadditive categories, the full subcategory of Func(C ,D)
whose objects are additive functors is denoted by Funcadd(C ,D).

Note that a preadditive category is just a Z-linear category, and an additive functor is a Z-linear
functor. If C is an additive category and X, Y ∈ Ob(C ), we denote by 0 : X → Y the unit
element of the abelian group structure on HomC (X, Y ) and call it the zero morphism from X to
Y . We will see in Proposition II.1.2.4 that, if C has a zero object, then this notation agrees with
the one introduced in Definition I.2.1.9.

Remark II.1.1.3. If C is a preadditive category, then, for every X ∈ Ob(C ), the set EndC (X)
has a natural ring structure, whose addition is given by the abelian group structure of EndC (X)
and whose multiplication is given by composition. Similarly, if C is a k-linear category, then
EndC (X) is a k-algebra for every X ∈ Ob(C ).

Example II.1.1.4. (1) If R is a k-algebra, then the categories RMod and ModR are k-linear,
as are the full subcategories of finitely generated (resp. initely presented, torsion, torsion-
free) objects.

(2) Consider the category Z[Set] defined by :

(a) Ob(Z[Set]) = Ob(Set);

(b) for all sets X and Y , HomZ[Set](X, Y ) is the free abelian group on HomSet(X, Y );
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(c) the composition law is the unique Z-bilinear extension of the composition law of Set.

Then Z[Set] is a preadditive category.

(3) If D is a preadditive category, then, for every category C , the category Func(C ,D) is
preadditive, with the following addition on its Hom sets : if F,G : C → D are func-
tors, if u, v : F → G are morphisms of functors, we define u + v : F → G by
(u+ v)(X) = u(X) + v(X) ∈ HomD(F (X), G(X)), for every X ∈ Ob(C ).

If C is preadditive, this also makes the subcategory Funcadd(C ,D) into a preadditive
category.

(4) If R is a ring, then the category C with one object ∗ and such that EndC (∗) = R is a
preadditive category.

(5) If C is a preadditive (resp. k-linear) category, then C op has a natural structure of preaddi-
tive (resp. k-linear) category.

(6) If C and C ′ are preadditive categories, then C × C ′ has a natural structure of preadditive
category.

Example II.1.1.5. If C is a preadditive category, then we can see the functor HomC (·, ·) as a
functor from C op × C to Ab, and it is an additive functor.

Proposition II.1.1.6. Let C be a preadditive category, and let X1, . . . , Xn be objects of C . Then
the following assertions are equivalent :

(i) the family (X1, . . . , Xn) has a product in C ;

(ii) the family (X1, . . . , Xn) has a coproduct in C ;

(iii) there exists an object Z of C and morphisms ir : Xr → Z, pr : Z → Xr, for 1 ≤ r ≤ n,
such that :

(a) pr ◦ ir = idXr for every r ∈ {1, . . . , n};

(b) if r, s ∈ {1, . . . , n} and r 6= s, then ps ◦ ir = 0;

(c) i1 ◦ p1 + . . .+ i2 ◦ p2 = idZ .

If these conditions holds, then (Z, (ir)1≤r≤n) is a coproduct of (X1, . . . , Xn), and
(Z, (pr)1≤r≤n) is a product of (X1, . . . , Xn). In particular, we get a canonical isomorphism be-
tween

∏n
r=1Xr and

∐n
r=1Xr, and we usually denote both the product and coproduct by

⊕n
r=1Xr

and call it the biproduct of (X1, . . . , Xn).

Proof. We prove that (i) implies (iii). Let Z =
∏n

r=1Xr, and let pr : Z → Xr be the canon-
ical morphisms, for 1 ≤ r ≤ n. For every r ∈ {1, . . . , n}, the pair (Xr, (us)1≤s≤n) with
ur = idXr and us = 0 if s 6= r is a cone over (X1, . . . , Xn), hence there is a morphism
ir : Xr → Z such that ps ◦ ir = us for every s ∈ {1, . . . , n}. This gives Z and mor-
phisms ir and pr satusfying conditions (a) and (b) of (iii). We need to check condition (c)
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of (iii). Let u = i1 ◦ p1 + . . . + in ◦ pn : Z → Z. For every r ∈ {1, . . . , n}, we have
pr ◦ u =

∑n
s=1(pr ◦ is) ◦ ps = idXr ◦ pr = pr. So the morphism u is a morphism of cones over

(X1, . . . , Xn) from (Z, (pr)1≤r≤n) to itself. By the universal property of the product, u must be
equal to idZ .

We prove that (iii) implies (i). In fact, we will prove that (Z, (pr)1≤r≤n) is a product of the
family (X1, . . . , Xn). This pair is clearly a cone over (X1, . . . , Xn); we show that it is a terminal
cone. Let (Y, (ur)1≤r≤n) be a cone over (X1, . . . , Xn). Let f = i1 ◦ u1 + . . .+ in ◦ un : Y → Z.
For every r ∈ {1, . . . , n}, we have pr ◦ f =

∑n
s=1(pr ◦ is) ◦ us = ur, so f is a morphism of

cones. Suppose that g : Y → Z is another morphism of cones. Then

g = idZ ◦ g =
n∑
r=1

ir ◦ pr ◦ g =
n∑
r=1

ir ◦ ur = f.

This shows that Z is indeed a terminal object in the category of cones over (X1, . . . , Xn), i.e. a
product of (X1, . . . , Xn).

To prove that (ii) and (iii) are equivalent, and the fact that a pair (Z, (ir)) as in (iii) is a
coproduct of (X1, . . . , Xn), it suffices to apply what we already proved to C op.

Matrix notation for morphisms : Let C be a preadditive category, let X1, . . . , Xn, Y1, . . . , Yn
be objects of C , and let frs : Xr → Ys be morphisms of C for every r ∈ {1, . . . , n} and
s ∈ {1, . . . ,m}. We denote by ir : Xr → X1 ⊕ . . . ⊕ Xn and ps : Y1 ⊕ . . . ⊕ Ym → Ys the
canonical morphisms, for 1 ≤ r ≤ n and 1 ≤ s ≤ m. Then there exists a unique morphism
F : X1 ⊕ . . . ⊕Xn → Y1 ⊕ . . . ⊕ Ym such that ps ◦ F ◦ ir = frs for every r ∈ {1, . . . , n} and
s ∈ {1, . . . ,m}.

We write this morphism F as the m× n matrix (frs)1≤sm,1≤r≤n, so we never have to write the
previous paragraph again. The convention is chosen so that matrix multiplication corresponds to
composition of morphisms in C .

Notation II.1.1.7. More generally, if (Xi)i∈I is a family of objects in a preadditive category, and
if the coproduct of this family exists, then we denote this coproduct by

⊕
i∈I Xi and we call it

the direct sum of the family (Xi)i∈I .

II.1.2 Additive categories

Definition II.1.2.1. An additive category (resp. k-linear additive category) is a preadditive (resp.
k-linear) category that has all finite products.

By Proposition II.1.1.6, it is equivalent to require that C has all finite coproducts, and the
product and coproduct of a finite family of objects in an additive category are canonically equiv-
alent.
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II Additive and abelian categories

Remark II.1.2.2. In particular, an additive category has a zero object (see Definition I.2.1.9), that
is, an object 0 that is both initial and terminal. Indeed, such an object is the biproduct of the
empty family of objects.

Example II.1.2.3. (1) In Example II.1.1.4, the categories in (1) are additive, and the category
in (3) (resp. (5), resp. (6)) is additive if D (resp. C , resp. C and C ′) is; but the categories
in (2) and (4) are not additive.

(2) The category of Banach spaces over R (resp. C) is R-linear additive (resp. C-linear addi-
tive).

Proposition II.1.2.4. Let C be an additive category, and let X, Y ∈ Ob(C ). Then :

(i). The zero morphism from X to Y is the composition X → 0 → Y , where the morphisms
X → 0 and 0→ Y are the unique morphisms.

(ii). Let f, g ∈ HomC (X, Y ). Consider the morphisms
F = (idX , f) ∈ HomC (X,X ⊕ Y ) = HomC (X,X) × HomC (X, Y ) and
G = (g, idY ) ∈ HomC (X ⊕ Y, Y ) = HomC (X, Y )×HomC (Y, Y ). Then f + g = G ◦ F .

In particular, this proposition says that the group law on HomC (X, Y ) is uniquely determined
by the category C . (It is not actually an extra structure.) In fact, we can show that, if C is a
category in which all finite biproducts exist (i.e. objects that are both products and coproducts),
then the formulas of the proposition define a structure of commutative monoid on HomC (X, Y )
for all X, Y ∈ Ob(C ), such that the composition law is biadditive. 1

Proof. Note that (i) follows from (ii) and from the fact that X ⊕ 0 (resp. Y ⊕ 0) is canonically
isomorphic to X (resp. Y ), by Subsection I.5.4.1.

We prove (ii). Let i1 : X → X⊕Y , i2 : X → X⊕Y , p1 : X⊕Y → X and p2 : X⊕Y → Y
be the morphisms of Proposition II.1.1.6(iii). By definition of F and G, we have p1 ◦ F = idX ,
p2 ◦ F = f , G ◦ i1 = g and G ◦ i2 = idY . So

G ◦ F = G ◦ idX⊕Y ◦ F = G ◦ (i1 ◦ p1 + i2 ◦ p2) ◦ F = g ◦ idX + idY ◦ f = g + f.

Corollary II.1.2.5. Let C and D be additive categories, and let F : C → D be a functor. Then
the following assertions are equivalent :

(i) F is an additive functor;

(ii) F commutes with finite products.

Proof. The fact that (ii) implies (i) follows immediately from Proposition II.1.2.4. The fact that
(i) implies (ii) follows from the characterization of finite products in Proposition II.1.1.6.

1See problem set 3 maybe ?
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II.1.3 Kernels and cokernels

Definition II.1.3.1. Let C be a category.

(i). Let f, g : X → Y be two morphisms. If (f, g) has a kernel, the morphism Ker(f, g)→ X
is called a kernel morphism; if (f, g) has a cokernel, the morphism Y → Coker(f, g) is
called a cokernel morphism.

(ii). Suppose that C is a preadditive category. If f is a morphism of C , we write Ker(f) and
Coker(f) for Ker(f, 0) and Coker(f, 0) and call them the kernel and cokernel of f .

Definition II.1.3.2. Let C be a preadditive category, and f : X → Y be a morphism of C .

(i). Suppose that f has a kernel. A coimage of f is a cokernel of the kernel morphism
Ker(f)→ X; we denote it by X → Coim(f) (if it exists).

(ii). Suppose that f has a cokernel. An image of f is a kernel of the cokernel morphism
Y → Coker(f); we denote it by Im(f)→ Y (if it exists).

Lemma II.1.3.3. Let C be a category.

(i). Every kernel morphism in C is a monomorphism, and every cokernel morphism in C is an
epimorphism.

(ii). Suppose that C is an additive category, and let f : X → Y be a morphism of C that
admits a kernel (resp. a cokernel). Then the following assertions are equivalent :

a) f is a monomorphism (resp. an epimorphism);

b) Ker f = 0 (resp. Coker f = 0);

c) the kernel morphism Ker f → X (resp. the cokernel morphism Y → Coker f ) is 0;

d) the coimage (resp. image) of f exists, and the canonical morphism X → Coim(f))
(resp. Im(f)→ Y ) is an isomorphism;

e) the coimage (resp. image) of f exists, and the canonical morphism X → Coim(f))
(resp. Im(f)→ Y ) is a monomorphism (resp. an epimorphism).

Proof. We only prove the assertions about kernels (then we apply them to C op to get the asser-
tions about cokernels).

(i). Let k be a kernel morphism in C ; we write k : Ker(f, g) → X , where f, g : X → Y
are two morphisms of C . Let h1, h2 : Z → Ker(f, g) be two morphisms such that
k ◦ h1 = k ◦ h2, and write k′ = k ◦ h1. We have f ◦ k′ = g ◦ k′, so, by the universal
property of the kernel, there exists a unique h : Z → Ker(f, g) such that k′ = k ◦ h. As
both h1 and h2 satisfy that property, we have h1 = h2.

(ii). Let K = Ker(f) and k : K → X be the kernel morphism.
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We have f ◦ k = f ◦ 0 = 0, so, if f is a monormophism, then k = 0. This shows that
(a) implies (c). Suppose that K = 0, and let h1, h2 : Z → X be two morphisms such that
f ◦ h1 = f ◦ h2. Then f ◦ (h1 − h2) = f ◦ 0 = 0, so there exists a unique morphism
u : Z → K such that h1 − h2 = k ◦ u; as K = 0, this means that h1 − h2 = 0, i.e. that
h1 = h2. This shows that (b) implies (a).

We show that (c) implies (b). As k = 0, we have k ◦ idK = k ◦ 0, so idK = 0. This implies
that the composition K → 0 → K (where the morphisms are the unique morphisms) is
the identity of K, so the unique morphism K → 0 is an isomorphism, i.e. K = 0.

Suppose that (b) holds. Then the coimage of f (if it exists) is the cokernel of the unique
morphism z : 0→ X . We claim that X idX→ X is a cokernel of this morphism. Indeed, we
have idX ◦ z = 0. Let u : X → Y be any morphism such that u ◦ z = 0; then there exists
a unique v : X → Y such that v ◦ idX = u, which is v = u. This proves (d).

It is clear that (d) implies (e), so it remains to show that (e) implies (c). Let
v : X → Coim(f) and u : Ker(f) → X be the canonical morphisms. Then
v ◦ u = 0 = v ◦ 0; as v is a monomorphism by assumption, this implies that u = 0.

Lemma II.1.3.4. Let f : X → Y be a morphism in a preadditive category C . Suppose that
f has a kernel, a cokernel, an image and a coimage. Then there exists a unique morphism
u : Coim(f)→ Im(f) making the following diagram commute (where the unmarked arrows are
canonical morphisms) :

Ker f // X
f

//

��

Y // Coker(f)

Coim(f) u
// Im(f)

OO

Proof. The uniqueness of u follows from the fact that the kernel morphism k : Im(f) → Y is a
monomorphism and the cokernel morphism c : X → Coim(f) is an epimorphism (by Lemma
II.1.3.3); indeed, if we have u, u′ : Coim(f) → Im(f) satisfying the conditions of the lemma,
then k ◦ u ◦ c = k ◦ u′ ◦ c, so u ◦ c = u′ ◦ c, so u = u′.

For the existence, note that f composed with the kernel morphism g : Ker(f)→ X is 0; so, by
definition of the cokernel of g, there exists a morphism h : Coker(g) = Coim(f)→ Y such that
h ◦ c = f . Let l : Y → Coker(f) be the canonical morphism. Then l ◦ h ◦ c = l ◦ f = 0 = 0 ◦ c;
as c is an epimorphism, this implies that l ◦ h = 0. By the universal property of the kernel of
l, this implies that there exists a morphism u : Coim(f) → Im(f) such that k ◦ u = h. Then
k ◦ u ◦ c = h ◦ c = f , as desired.
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Ker f
g

// X
f

//

c

��

Y
l // Coker(f)

Coim(f) u
//

h

99

Im(f)

k

OO

Proposition II.1.3.5. Let C be an additive category in which every morphism has a kernel and
a cokernel.2 Let f : X → Y be a morphism in C .

(i). Let i =

(
idY
idY

)
: Y → Y ⊕ Y , F =

(
f
f

)
: X → Y ⊕ Y and

c : Y ⊕ Y → Y ⊕X Y := Coker(F ) be the canonical morphism. Then there is a unique
morphism u : Im(f) → Ker(c ◦ i) such that the triangle Ker(c ◦ i) // Y

Im(f)

::

u

OO
commutes

(where the unmarked arrows are the canonical maps), and it is an isomorphism.

(ii). Let p =
(
idX idX

)
: X × X = X ⊕ X → X be the sum of the two projections from

X ×X to X , f1, f2 : X ×X → Y be the composition of f with these two projections, and
k : X ×Y X = Ker(f1 − f2) → X × X be the canonical morphism. Then there exists
a unique morphism v : Coker(k) → Coim(f) such that the triangle X //

##

Coker(k)

v

��

Coim(f)

commutes (where the unmarked arrows are the canonical maps), and it is an isomorphism.

Remark II.1.3.6. This proposition gives an alternative definition of the image and the coimage
of f that makes sense in any category admitting finite limits and finite colimits (after a small
modification). See Definition 5.1.1 of [8].

Proof of Proposition II.1.3.5. Note that (ii) is just (i) in the opposite category. So we just prove
(i). The uniqueness of u follows from the fact that Ker(c ◦ i) → Y is a monomorphism (by
Lemma II.1.3.3). Now consider the commutative diagram :

X
F //

f

&&

Y ⊕ Y
c

��

Ker(c ◦ i) j
// Y

c◦i //

##

i

::

q
##

Y ⊕X Y

Im(f) = Ker(q)

k

88

u

OO

Coker(f)

h

OO

2In fact, we only need the kernels and the cokernels that actually appear in the statement to exist.
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As (c ◦ i) ◦ f = c ◦ F = 0, there exists a unique morphism h : Coker(f) → Y ⊕X Y such that
h ◦ q = c ◦ i. This implies that (c ◦ i) ◦ k = h ◦ q ◦ k = 0, so there exists a unique morphism
u : Im(f)→ Ker(c ◦ i) such that j ◦ u = k.

To show that u is an isomorphism, it suffices to construct a morphism v : Ker(c ◦ i)→ Im(f)
such that k ◦ v = j. Indeed, we will then have j ◦ (u ◦ v) = j = j ◦ idKer(c◦i), so u ◦ v = idKer(c◦i)
because j is a monomorphism, and similarly k ◦ (v ◦ u) = k, so v ◦ u = idIm(f) because
k is a monomorphism. To show the existence of v, it suffices to prove that q ◦ j = 0. Let
p1 : Y ⊕ Y = Y × Y → Y be the first projection.

X

f
""

F // Y ⊕ Y c //

p1

��

Y ⊕X Y
h′

��

Y q
// Coker(f)

Then p1 ◦ i = idY , so p1 ◦ F = f , so q ◦ p1 ◦ F = 0, so there exists a
unique morphism h′ : Y ⊕X Y → Coker(f) such that h′ ◦ c = q ◦ p1. So
q ◦ j = q ◦ idY ◦ j = (q ◦ p1) ◦ i ◦ j = h′ ◦ (c ◦ i) ◦ j = h′ ◦ 0 = 0.

II.2 Abelian categories

II.2.1 Definition

Definition II.2.1.1. Let C be an additive category. We say that C is an abelian category if :

(a) Every morphism of C has a kernel and a cokernel.

(b) For every morphism f of C , the morphism Coim(f) → Im(f) of Lemma II.1.3.4 is an
isomorphism.

Remark II.2.1.2. Let C be an additive category. Then C is an abelian category if and only if C op

is an abelian category.

Example II.2.1.3. (1) If R is a ring, the categories RMod and ModR are abelian. If R is
commutative and Noetherian, then the category of finitely generated R-modules is also
abelian, but this is not true if R is not Noetherian. More generally, we say that a com-
mutative ring R is coherent if the category of finitely presented R-modules is abelian.
Noetherian rings are coherent, but the converse is not true; for example, if R is Noethe-
rian, then any polynomial ring over RF is coherent (even a polynomial ring in an infinite
number of indeterminates).

(2) If A is an abelian category and C is any category, then the additive category Func(C ,A )
is abelian. If F,G : C → A are two functors and u : F → G is a morphism
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of functors, then Keru is the functor X 7−→ Ker(u(X)) and Cokeru is the functor
X 7−→ Coker(u(X)).

In particular, for a category C , the category Func(C op,Ab) of presheaves in abelian
groups over C is an abelian category.

(3) The additive category Ban of Banach spaces over R (or over C) has all kernels and cok-
ernels, but it is not abelian. Note that kernels in this category are kernels in the category of
vector spaces, but the cokernel in Ban of a morphism f : E → F is E/f(F ).

For example, the inclusion L2([0, 1]) ⊂ L1([0, 1]) (where we use Lebesgue measure to
define these spaces) is C-linear continuous with dense image, so it has kernel and cokernel
equal to 0, but it is not an isomorphism of Banach.

Similarly, the category of topological abelian groups is an additive category that has all
kernels and cokernels but is not abelian.

(4) Let R be a ring. A filtered left R-module is a left R-module M together with a family
Fil∗M = (FilnM)n∈Z of R-submodules of M such that FilnM ⊂ Filn+1M for every
n ∈ Z. 3 A morphism of filtered R-modules from (M,Fil∗M) to (N,Fil∗N) is a R-linear
map f : M → N such that f(FilnM) ⊂ FilnN for every n ∈ Z. The category of filtered
R-modules is additive and has all kernels and cokernels, but it is not abelian.

For example, take R = Z, take M = N = Z2 with FilnM =


0 if n ≤ 0
Z⊕ 0 if n = 1
Z2 if n ≥ 2

and

FilnN =

{
0 if n ≤ 0
Z2 if n ≥ 1

. Then the identity from M to N is a morphism of filtered

Z-modules, it has kernel and cokernel 0, but it is not an isomorphism.

(5) If R is a commutative ring, the category of torsionfree R-modules is additive and has all
kernels and cokernels, but it is not abelian in general. For example, take R = Z, and take
f : Z→ Z, a 7−→ 2a. Then Ker(f) = 0 and Coker(f) = 0, but f is not an isomorphism.

Remark II.2.1.4. Examples (3), (4) and (5) are examples of what are called quasi-abelian cat-
egories. It is still possible to define derived functors and derievd categories in the setting of
quasi-abelian categories, but it takes more work.

Proposition II.2.1.5. An abelian category has all finite limits and colimits.

Proof. This follows from Subsection I.5.5.2.

The following proposition is easy but very useful.

3Technically, this is a Z-filtered R-module. We can use any poset instead of Z, or even any category.
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Proposition II.2.1.6. Let C be an abelian category, and let f be a morphism of C . Then f is an
isomorphism if and only if Ker(f) = 0 and Coker(f) = 0.

Proof. If f is an isomorphism, then it is a monomorphism and an epimorphism, so Ker(f) = 0
and Coker(f) = 0 by Lemma II.1.3.3(i).

Conversely, suppose that Ker(f) = 0 and Coker(f) = 0. By Lemma II.1.3.3(ii), the canonical
morphisms X → Coim(f) and Im(f) → Y are isomorphisms. By Lemma II.1.3.4 and the
definition of an abelian category, the morphism X → Y is an isomorphism.

Until the end of this subsection, we fix an abelian category A .

Remark II.2.1.7. Let X
f→ Y

g→ Z be two morphisms of A such that g ◦ f = 0. If
i : Ker g → Y is the canonical morphism, the fact that g ◦ f = 0 implies that there exists a
unique u : X → Ker g such that i ◦ u = f . Let j : Ker f → X be the canonical morphism.
Then i ◦ (h ◦ j) = f ◦ f = 0, so, as i is a monomorphism, we get h ◦ j = 0, so there ex-
ists a unique morphism v : Coker(j) = Coim(f) → Ker(g) such that i ◦ v ◦ q = f , where
q : X → Coim(f) is the canonical morphism. Composing this with the inverse of the canonical
morphism Coim(f)

∼→ Im(f), we get a morphism w : Im(f)→ Ker(g).

Ker(f)
j

// X
f

//

q

��

h

%%

Y
g

// Z

Coim(f) v
// Ker(g)

i

OO

Definition II.2.1.8. Let X0
d0→ X1

d1→ X2 → . . . → Xn
dn→ Xn+1 be a sequence of composable

morphisms of A . We say that this sequence is a complex if di ◦ di−1 = 0 for 1 ≤ i ≤ n, and that
it is an exact sequence if it is a complex and if the canonical morphism Im(di−1) → Ker(di) of
Remark II.2.1.7 is an isomorphism for 1 ≤ i ≤ n.

A short exact sequence is an exact sequence of the form 0→ X → X ′ → X ′′ → 0.

Remark II.2.1.9. (1) Let f : X → Y be a morphism in A . Then the sequence 0 → X
f→ Y

is exact if and only if f is a monomorphism, and the sequence X
f→ Y → 0 is exact if and

only if f is a epimorphism. Indeed, saying that the first (resp. second sequence) is exact is
equivalent to saying that Ker(f) = 0 (resp. that the canonical morphism Im(f)→ Y is an
isomorphism), and we can apply Lemma II.1.3.3.

(2) Let 0 → X
f→ X ′

g→ X ′′ be a complex in A . Then we have a unique morphism
X

u→ Ker(g) such that the composition of Ker(g) → X ′ and of u is equal to f , and
the complex is exact if and only if u is an isomorphism. (In other words, the complex is
exact if and only if the morphism X → Ker(g) induced by f is an isomorphism.) Indeed,
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u decomposes as X → Im(f) → Ker(g) as in Remark II.2.1.7; if the complex is exact,
then X → Im(f) is an isomorphism by Lemma II.1.3.3(ii) and Im(f)→ Ker(g) is an iso-
morphism by assumption; if u is an isomorphism, thenX → Im(f) is a monomorphism so
Ker f = 0 and X → Im(f) is an isomorphism by Lemma II.1.3.3(ii), and then we deduce
that Im(f)→ Ker(g) is also an isomorphism.

Similarly, a complex X
f→ X ′

g→ X ′′ → 0 is exact if and only if the morphism
Coker f → X ′′ induced by g is an isomorphism.

Lemma II.2.1.10. Let f : X → Y be a morphism in A . Then the following two sequences are
exact :

0→ Ker f → X → Coim(f)
∼→ Im(f)→ 0

and
0→ Im(f)→ Y → Coker(f)→ 0.

Proof. It suffices to prove that the first sequence is exact. (The second is its analogue in A op.)
As Coim(f) is the cokernel of the morphism Ker(f)→ X , it suffices to prove that, if g : A→ B

is a monomorphism in A , then the sequence 0 → A
g→ B

h→ Coker(g) → 0 is exact. By the
remark above, the exactness on the left follows from the fact that g is a monomorphism, and the
exactness on the left follows from the fact that h is an epimorphism (because it is a cokernel
morphism). Also, the fact that h ◦ g = 0 follows from the definition of the cokernel. So we just
have to check that the canonical morphism Im(g) → Ker(h) is an isomorphism; but this is true
by definition of Im(g).

Proposition II.2.1.11. Let 0→ X
f→ X ′

g→ X ′′ → 0 be a short exact sequence in A . Then the
following assertions are equivalent :

(a) there exists h : X ′′ → X ′ such that g ◦ h = idX′′;

(b) there exists k : X ′ → X such that k ◦ f = idX;

(c) there exists ϕ =

(
k
g

)
: X ′ → X⊕X ′′ and ψ =

(
f h

)
: X⊕X ′′ → X ′ that are mutually

inverse isomorphisms;

(d) there exist morphisms k : X ′ → X and h : X ′′ → X ′ such that idX = k ◦ f ,
idX = f ◦ k + h ◦ g and idX′′ = g ◦ h; 4

0 // X
f
//

idX
��

X ′
g
//

k

~~

idX′
��

X ′′

idX′′
��

//

h

}}

0

0 // X
f
// X ′ g

// X ′′ // 0

4In other words, the complex 0→ X → X ′ → X ′′ → 0 is homotopic to 0.
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(e) there exists a commutative diagram

0 // X
f

//

idX
��

X ′
g

//

ϕ
��

X ′′

idX′′
��

// 0

0 // X
i
// X ⊕X ′′ p

// X ′′ // 0

where i =

(
idX
0

)
and 0 =

(
0 idX′′

)
.

Proof. We show that (a) implies (c). Take ψ =
(
f h

)
: X ⊕ X ′′ → X ′. As g = g ◦ h ◦ g,

we have g ◦ (idX′ − h ◦ g) = 0, so there exists k′ : X ′ → Ker(g) such that idX′ − h ◦ g is
the composition of the canonical morphism Ker(g) → X ′ and of k′. Composing this with the
inverse of X ∼→ Im(f)

∼→ Ker(g), we get k : X ′ → X such that f ◦ k = idX′ − h ◦ g. We have
f ◦ k ◦h = h−h ◦ g ◦h = h−h = 0, hence k ◦h = 0 because f is a monomorphism. Similary,
f ◦ k ◦ f = f − h ◦ g ◦ f = f , so k ◦ f = idX .

Let ϕ =

(
k
g

)
: X ′ → X ⊕ X ′′. Then ψ ◦ ϕ = f ◦ k + h ◦ g = idX′ , and

ϕ ◦ ψ =

(
k ◦ f k ◦ h
g ◦ f g ◦ h

)
= idX⊕X′′ .

The proof that (b) implies (c) is similar (it is the proof that (a) implies (c) in A op).

The fact that (c) implies (a), (b) and (e) is clear, and (d) is just another way to write (c). Finally,
(e) implies (b), by taking for k : X ′ → X the first component of ϕ.

Definition II.2.1.12. If a short exact sequence satisfies the equivalent conditions of Proposition
II.2.1.11, we say that it is split.

We say that the abelian category A is semisimple if every short exact sequence in A is split.

Example II.2.1.13. (1) The category Ab is not semisimple. More generally, if R is a ring,
the catgeory RMod is not semisimple in general. In fact, RMod is semisimple if and only
the ring R is semisimple, which, by the Artin-Wedderburn structure theorem, is equivalent
to the fact that R is a finite direct product of matrix rings over division algebras.

(2) If k is a field, the category of k-vector spaces is semisimple.

(3) Let G be a finite group and k be a field. Then the category of representations of G on a
finite-dimensional k-vector spaces is semisimple if and only if char(k) does not divide the
order of G.

Remark II.2.1.14. Let F : A → B be an additive functor, with A and B abelian cat-
egories. if 0 → X → X ′ → X ′′ → 0 is a split exact sequence in A , then the se-
quence 0 → F (X) → F (X ′) → F (X ′′) → 0 is exact. Indeed, the split exact sequence
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II.2 Abelian categories

0 → X → X ′ → X ′′ → 0 is isomorphism to the sequence 0 → X → X ⊕ X ′′ → X ′′ → 0,
where the morphism are the obvious ones, so the sequence 0→ F (X)→ F (X ′)→ F (X ′′)→ 0
is isomorphic to 0→ F (X)→ F (X)⊕ F (X ′′)→ F (X ′′)→ 0, which is exact.

The following result is proved in problem set 4.

Proposition II.2.1.15. Consider a commutative square

A //

��

B

��

C // D

in A . Then the following statements are equivalent :

(i) The canonical morphism A→ B ×D C is an epimorphism.

(ii) The canonical morphism B tA C → D is a monomorphism.

In particular, if the morphismA→ B⊕C is a monomorphism and the morphismB⊕C → D
is an epimorphism, then A ∼→ B ×D C if and only if B tA C

∼→ D.

Consider a commutative square as in the proposition. If A ∼→ B ×D C, we say that the square
is cartesian or a pullback square. If B tA C

∼→ D, we say that the square is cocartesian or a
pushout square.

Corollary II.2.1.16. Consider a commutative square

A u //

f
��

B

g
��

C v
// D

in A .

(i). Suppose that the square is cocartesian and that f is injective. Then g is injective.

(ii). Suppose that the square is cartesian and that g is surjective. Then f is surjective.

Proof. It suffices to prove (i). If f is injective, then the morphism A→ B × C is also injective,
so the square is cartesian by Proposition II.2.1.15. Let h : Z → B be a morphism such that

g ◦ h = 0. Then g ◦ h = v ◦ 0, so the morphism
(
h
0

)
: Z → B ⊕C factors through k : Z → A,

that is, we have f ◦ k = 0 and u ◦ k = h. As f is injective, this implies that k = 0, and so h = 0.
This shows that g is injective.
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II.2.2 Subobjects and quotients

We start with some useful conventions. Let f : X → Y be a morphism. If Ker(f) = 0, we say
that f is injective (this is also equivalent to f being a monomorphism). If Coker(f) = 0, we say
that f is surjective (this is also equivalent to f being an epimorphism).

Definition II.2.2.1. Let X be an object of A .

(i). The set of objects of X is the quotient set {(Y, f) with Y → X injective}/ ∼, where
(Y1, f1) ∼ (Y2, f2) if there exists an isomorphism ϕ : Y1 → Y2 such that f1 = f1 ◦ϕ. (This
is clearly an equivalence relation.)

(ii). The set of quotients of X is the quotient set {(Y, f) with X → Y surjective}/ ∼, where
(Y1, f1) ∼ (Y2, f2) if there exists an isomorphism ϕ : Y1 → Y2 such that f2 = ϕ◦f1. (This
is clearly an equivalence relation.)

(iii). If 0 → X → X ′ → X ′′ → 0 is a short exact sequence, we say that X ′ is an extension of
X by X ′′.

We often write a subobject (resp. quotient) of X as Y ⊂ X(resp. X � Y ); the fact that we
took the quotient by the equivalence relation ∼ are implicit.

Lemma II.2.2.2. The map sending an injective morphism f : Y → X to the canonical morphism
X → Coker(f) induces a bijection from the set of subobjects of X to the set of quotients of X ,
whose inverse comes from the map sending a surjective morphism f ′ : X → Y ′ to the canonical
morphism Ker(f ′)→ X .

If Y ⊂ X is a subobject of X , we denote its image by this bijection by X → X/Y .

Lemma II.2.2.3. (i). If f : Y1 → X and f2 : Y2 → X are two injective morphisms, and if
p1 : Y1 ×X Y2 → Y1 and p2 : Y1 ×X Y2 → Y2 are the two canonical projections, then
g = f1 ◦ p1 = f2 ◦ p2 is also an injective morphism.

(ii). If f : X → Y1 and f : X → Y2 are two surjective morphisms, and if q1 : Y1 → Y1 ⊕X Y2

and q2 : Y2 → Y1 ⊕X Y2 are the canonical morphisms, then g = q1 ◦ p1 = q2 ◦ f2 is also
surjective.

Proof. We prove (i). For every object Z of A , the morphism
HomA (Z, g) : HomA (Z, Y1 ×X Y2)→ HomA (Z,X) is the composition

HomA (Z, Y1 ×X Y2) ' HomA (Z, Y1)×HomA (Z,X) HomA (Z, Y2)→ HomA (Z,X),

where the second map is u 7−→ f1 ◦u = f2 ◦u, so it is injective; this shows that g is a monomor-
phism.
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II.2 Abelian categories

We have just shown that, if Y1 ⊂ X and Y2 ⊂ X are subobjects of X , then Y1 ×X Y2 is also
a subobject of X; we denote this subobject by Y1 ∩ Y2. 5 We also denote the image of the map(
f1 f2

)
: Y1 ⊕ Y2 → X by Y1 + Y2 ⊂ X .

Notation II.2.2.4. If f1 : Y1 → X and f2 : Y2 → X are subobjects of X , we write Y1 ⊂ Y2 if
there exists a morphism from Y1 to Y2 in the category A /X (if f1 : Y1 → X and f2 : Y2 → X
are the injective morphisms, this means that there exists g : Y1 → Y2 such that f1 = f2 ◦ g).

Note that there is at most one morphism g : Y1 → Y2 such that f1 = f2 ◦ g, and that such a
morphism g : Y1 → Y2 is automatically injective. (Both statements follow from the injectivity of
f2 and f1.)

Lemma II.2.2.5. The relation “Y1 ⊂ Y2” is a partial order on the set of subobjects of X . This
partially ordered set is a lattice, with max(Y1, Y2) = Y1 + Y2 and min(Y1, Y2) = Y1 ∩ Y2.

Proof. The relation of the lemma is clearly transitive and reflexive. We show that it is antisym-
metric. Suppose that f1 : Y1 → X and f2 : Y2 → X are subobjects of X such that Y1 ⊂ Y2

and Y2 ⊂ Y1, and let g : Y1 → Y2 and h : Y2 → Y1 be morphisms such that f1 = f2 ◦ g and
f2 = f1 ◦ h. Then f2 = f2 ◦ (g ◦ h) and f2 is a monomorphism, so g ◦ h = idY2; similarly, we
get that h ◦ g = idY1 . So (Y1, f1) and (Y2, f2) define the same subobject of X .

We show the second statement. Let Y1 and Y2 be as before. We clearly have Y1 ∩ Y2 ⊂ Y1 and
Y1 ∩ Y2 ⊂ Y2; indeed, the two projections p1 and p2 from Y1 ∩ Y2 to Y1 and Y2 are morphisms in
A /X . If f : Z → X is a subobject ofX such that Z ⊂ Y1 and Z ⊂ Y2, then we have morphisms
g1 : Z → Y1 and g2 : Z → Y2 such that f1 ◦ g1 = f2 ◦ g2; by the universal property of the fiber
product, there is a unique morphism h : Z → Y1 ∩ Y2 such that g1 = p1 ◦ h and g2 = p2 ◦ h; in
particular, h is a morphism in A /X , so Z ⊂ Y1 ∩ Y2.

For the upper bound, let i1 : Y1 → Y1⊕Y2 and i2 : Y2 → Y1⊕Y2 be the canonical morphisms,
and let p : Y1⊕Y2 → Y1 +Y2 be the canonical surjection. Then p◦ i1 and p◦ i2 are morphisms in
A /X , so Y1 ⊂ Y1 +Y2 and Y2 ⊂ Y1 +Y2. Let f : Z → X be a subobject of X such that Y1 ⊂ Z
and Y2 ⊂ Z. This means that we have two morphisms Y1 → Z and Y2 → Z in A /X , which
induce a morphism h : Y1⊕ Y2 → Z in A /X . Let i : Ker p→ Y1⊕ Y2 and j : Y1 + Y2 → X be
the canonical injections. We have f ◦ h = j ◦ p, so f ◦ h ◦ i = 0; as f is injective, this implies
that h ◦ i = 0, so there exists a unique morphism k : Y1 + Y2 → Z such that h = k ◦ p. This
morphism is a morphism of A /X , and so we have Y1 + Y2 ⊂ Z.

Lemma II.2.2.6. If Y1 and Y2 are subobjects of X , then the square

Y1 ∩ Y2
//

��

Y1

��

Y2
// Y1 + Y2

5 There is no special notation for the pushout of two quotients of X .
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II Additive and abelian categories

is cartesian and cocartesian.

Proof. This follows immediately from the definition of Y1 ∩ Y2 and from Proposition II.2.1.15.

In particular, if Y1 and Y2 are two subobjects of X and u : Y1 → Z and v : Y2 → Z are two
morphisms, then there exists a morphism w : Y1 + Y2 → Z such that w|Y1 = u and w|Y2 = v if
and only if w|Y1∩Y2 = w|Y1∩Y2 .

Let I be a family of subobjects of X; in particular, I is a poset, so we can think of it as a
category. We can lift this family to a functor I → A /X in the following way : For each i ∈ I ,
choose a representative fi : Yi → X of i. If i and j are elements of I such that i ≤ j, then there
exists a unique morphism uij : Yi → Yj such that fi = fj ◦ uij; thanks to this uniqueness, if k
is another element of I such that j ≤ k, then uik = ujk ◦ uij . This defines a functor Φ from I
to A /X; also, if we choose different representatives for the elements of I and construct another
Φ′ : I → A /X as before, there is a unique isomorphism from Φ to Φ′. In particular, the colimit
of Φ is well-defined up to unique isomorphism if it exists. Now suppose that I is filtrant (for
example totally ordered) and that lim−→Φ exists. If we assume that filtrant colimits are exact in
A (which we often will), then the canonical morphism lim−→Φ → X is injective; in other words,
lim−→Φ is also a subobject of X , and we will denote it by

⋃
i∈I Yi.

Here is some more useful notation : Let g : X → X ′ be a morphism. If f : Y → X is a
subobject of X , we often write g|Y : Y → X ′ instead of g ◦ f and g(Y ) instead of Im(g|Y ) (this
is a subobject of X ′). Also, if Y ′ ⊂ X ′ is a subobject of X ′, we write g−1(Y ′) → X for the
second projection Y ′ ×X′ X → X; this is a monomorphism (the proof is the same as in Lemma
II.2.2.3(i)), so g−1(Y ′) is a subobject of X . Moreover, we have Ker g = g−1(0) ⊂ g−1(Y ′);
indeed, g−1(0) = 0×Y ′ Y = Ker(g, 0) = Ker(g).

II.2.3 Exact functors

In this subsection, A and B are abelian categories.

Definition II.2.3.1. Let F : A → B be an additive functor. We say that F is :

(i). left exact if it commutes with finite limits;

(ii). right exact if it commutes with finite colimits;

(iii). exact if it is both left and right exact.

Lemma II.2.3.2. Let F : A → B be an additive functor.

(i). The following assertions are equivalent :

a) F is left exact;
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II.2 Abelian categories

b) F commutes with kernels, that is, for every morphism f : X → Y is A , the canonical
morphism F (Ker(f))→ Ker(F (f)) is an isomorphism;

c) for any exact sequence 0 → X → X ′ → X ′′ in A , the sequence
0→ F (X)→ F (X ′)→ F (X ′′) is exact in B;

d) for any exact sequence 0 → X → X ′ → X ′′ → 0 in A , the sequence
0→ F (X)→ F (X ′)→ F (X ′′) is exact in B.

(ii). The following assertions are equivalent :

a) F is right exact;

b) F commutes with cokernels, that is, for every morphism f : X → Y is A , the
canonical morphism Coker(F (f))→ F (Coker(f)) is an isomorphism;

c) for any exact sequence X → X ′ → X ′′ → 0 in A , the sequence
F (X)→ F (X ′)→ F (X ′′)→ 0 is exact in B;

d) for any exact sequence 0 → X → X ′ → X ′′ → 0 in A , the sequence
F (X)→ F (X ′)→ F (X ′′)→ 0 is exact in B.

(iii). The following assertions are equivalent :

a) F is exact;

b) for any exact sequence X → X ′ → X ′′ in A , the sequence
F (X)→ F (X ′)→ F (X ′′) is exact in B;

c) for any exact sequence 0 → X → X ′ → X ′′ → 0 in A , the sequence
0→ F (X)→ F (X ′)→ F (X ′′)→ 0 is exact in B.

Proof. Point (ii) is point (i) for the opposite categories. We prove (i). As additive func-
tors commute with finite products by Corollary II.1.2.5, the equivalence of (a) and (b) fol-
lows from Subsection I.5.5.2. It is clear that (c) implies (d), and the fact that (b) implies (c)
follows from Remark II.2.1.9(2). It remains to show that (d) implies (b). Suppose that (d)
holds, and let f : X → Y be a morphism. If f is a monomorphism, then the sequence

0→ X
f→ Y → Coker(f)→ 0 is exact, so the sequence 0→ F (X)

F (f)→ F (Y )→ F (Coker f)
is also exact, which means that F (f) is a monomorphism. In general, we have a short exact
sequence 0→ Ker(f)→ X → Im(f)→ 0, so we get a commutative diagram

0 // F (Ker(f))

u

��

// F (X) // F (Im(f))

i
��

0 // Ker(F (f)) //

v

OO

F (X)
F (f)

// F (Y )

where both rows are exact. As Im(f) → Y is a monomorphism, so is i; so the com-
position Ker(F (f)) → F (X) → F (Im(f)) is 0, and so we get a unique morphism
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II Additive and abelian categories

v : Ker(F (f)) → F (Ker(f)) making the diagram commute. As F (Ker f) → F (X) and
Ker(F (f)) → F (X) are monomorphisms, this forces u ◦ v and v ◦ u to be the identity mor-
phisms, so we see that u : F (ker f)→ Ker(F (f)) is indeed an isomorphism.

Now we prove (iii). The equivalence of (iii)(a) and (iii)(c) follows from the equivalence of (a)
and (d) in points (i) and (ii), and (iii)(b) obviously implies (iii)(c). Also, by (i) and (ii), if F is ex-
act, then, for every morphism f : X → Y , the canonical morphisms F (Ker f)→ Ker(F (f))and
Coker(F (f))→ F (Coker f) are isomorphisms, and so we get morphisms F (Im f)→ ImF (f)
and Coim(F (f))→ F (Coim f), which are also isomorphisms. So (a) implies (b).

Proposition II.2.3.3. Let F : A → B and G : B → A be additive functors, and suppose that
(F,G) is a pair of adjoint functors. Then F is right exact and G is left exact.

Proof. This follows from the definition of left and right exact functors and from Proposition
I.5.4.3.

Corollary II.2.3.4. (i). For every X ∈ Ob(A ), the functors HomA (X, ·) : A → Ab and
HomA (·, X) : A op → Ab are left exact.

(ii). Let I be a category, and suppose that A has all limits (resp. colimits) indexed by I .
Then the functor lim←− : Func(I ,A ) → A (resp. lim−→ : Func(I ,A ) → A ) is left exact
(resp. right exact).

(iii). Let R be a ring and I be a set. Then the functor
∏

I : Func(I, RMod) → RMod and⊕
I : Func(I, RMod)→ RMod are exact.

(iv). Let R be a ring and I be a filtrant category. Then the functor
lim−→ : Func(I , RMod)→ RMod is exact.

(v). Let R be a ring, M be a left R-module and N be a right R-module. Then the functors
M ⊗R (·) : RMod → Ab and (·) ⊗R N : ModR → Ab are right exact. If R is
commutative, the functor M ⊗R (·) : RMod→ RMod is right exact.

Proof. Points (i), (ii) and (v) follow from Proposition II.2.3.3. In fact, point (i) also follows from
the definitions and Propositions I.5.3.2 and I.5.3.4.

Point (iv) follows from (ii) and Proposition I.5.6.5.

We prove (iii). We already know that
∏

I is left exact and
⊕

I is right exact by (ii). To
show that

∏
I is exact, it suffices to show that it preserves kernels, which is clear on the explicit

description of kernels in the category RMod. The proof that
⊕

I is right exact is similar.
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Remark II.2.3.5. Points (iii) and (iv) don’t hold in a general abelian category, even if we suppose
that (co)products indexed by I or colimits indexed by I exist.

Example II.2.3.6. Here are examples showing that Hom and ⊗ are not always exact. We take
A = Ab.

The canonical projection f : Z → Z/2Z is surjective, but there is no morphism g : Z/2Z→ Z
such that f ◦ g = idZ/2Z; so HomZ(Z/2Z, f) is not surjective.

Consider the morphism g : Z → Z, x 7−→ 2x. Then g is injective, but the morphism
Z ⊗Z Z/2Z → Z ⊗Z Z/2Z induced by g is the zero morphism; so g ⊗Z Z/2Z is not injec-
tive. Also, there is no morphism h : Z → Z such that h ◦ g = idZ; so HomZ(g,Z) is not
surjective.

Example II.2.3.7. Let C be a category, and let A be an object of C . The functor
Func(C op,Ab) → Ab, F 7−→ F (A) is exact. In other words, the functor from the category
of presheaves of abelian groups on C to Ab sending a presheaf to its group of sections on A is
exact.

In particular, if C is the category of open subsets of a topological space X , then the global
sections functor is exact on the category PSh(X,Ab) of presheaves of abelian groups on X . On
the other, here is a non-exact functor. Let U = (Ui)i∈I be an open cover of X . If F is a presheaf
on X , we write

Ȟ0(U , F ) = {(si)i∈I ∈
∏
i∈I

F (Ui) | ∀i, j ∈ I, si|Ui∩Uj = sj|Ui∩Uj}.

Then F 7−→ Ȟ0(U , F ) defines a left exact functor from PSh(X,Ab) to Ab; this functor is not
exact in general.

Example II.2.3.8. Let I be a category, and suppose that all limits indexed by I exist in A .
Then the left exact functor lim←− : Func(I ,A )→ A is not exact in general.

For example, take I = Nop and A = Modk, where k is a field. Let J be the ideal (x)
in k[x]; for every n ∈ N, we have Jn = (xn). Consider the functor F : I → A sending
n ∈ N to the quotient k[x]/Jn, and sending a morphism n → m in N to the canonical quotient
morphism k[x]/Jm → k[x]/Jn. Then lim←−F = k[[x]]. On the other hand, consider the functor
G : I → Modk sending n ∈ N to Jn, and sending a morphism n → m in N to the inclusion
Jm ⊂ Jn. Then lim←−G =

⋂
n≥0 J

n = {0}. Finally, let H : I →Modk be the constant functor
n 7−→ k[x]. For every n ∈ N, we have an exact sequence 0 → Jn → k[x] → k[x]/Jn → 0.
The morphisms in this exact sequence define morphisms of functors G → H and H → F , so
we get an exact sequence 0 → G → H → F → 0 in Func(I ,Modk). But the sequence
0→ lim←−G→ lim←−H → lim←−F → 0 is 0→ 0→ k[x]→ k[[x]]→ 0, which is not exact.

II.2.4 Injective and projective objects

In this subsection, A is an abelian category.
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Definition II.2.4.1. (i). An object I of A is called injective if the left exact functor
HomC (·, I) : A op → Ab is exact.

(ii). An object P of A is called projective if the left exact functor HomC (P, ·) : A → Ab is
exact.

(iii). We say that A has enough injectives (resp. enough projectives) if, for everyX ∈ Ob(A ),
there exists a monomorphism A → I with I injective (resp. there exists an epimorphism
P → A with P projective).

Note that an object is projective in A if and only if it is injective in A op.

Proposition II.2.4.2. (i). Let I be an object of A . Then I is injective if and only if, for any
X, Y ∈ Ob(A ), any monomorphism f : X → Y and any morphism u : X → I , there
exists v : Y → I such that v ◦ f = u.

0 // X
f
//

u
��

Y
v

~~

I

(ii). Let P be an object of A . Then P is projective if and only if, for any X, Y ∈ Ob(A ), any
epimorphism f : X → Y and any morphism u : P → Y , there exists v : P → X such
that u = f ◦ v.

P

u

��

v

~~

X
f
// Y // 0

Proof. We prove (i). (Point (ii) is (i) in the opposite category.)

Assume that I is injective. Applying HomA (·, I) to the exact se-
quence 0 → X → Y

f→ Coker f → 0, we get an exact sequence
0 → HomA (Coker f, I) → HomA (Y, I) → HomA (X, I) → 0. In particular, the map
HomA (Y, I)→ HomA (X, I), v 7−→ v ◦ f is surjective, which is what we wanted.

Conversely, assume that the map HomA (Y, I) → HomA (X, I), v 7−→ v ◦ f is surjective for
any monomorphism f : X → Y . Let 0 → X

f→ X ′
g→ X ′′ → 0 be a short exact sequence.

Then we know that the sequence 0→ HomA (X ′′, I)→ HomA (X ′, I)→ HomA (X, I) is exact
because HomA (·, I) is left exact, and that the map HomA (X ′, I) → HomA (X, I) is surjective
by assumption. So the sequence 0 → HomA (X ′′, I) → HomA (X ′, I) → HomA (X, I) → 0 is
exact. By Lemma II.2.3.2, the functor HomA (·, I) is exact, which means that I is injective.
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Lemma II.2.4.3. Let (Xi)i∈I be a family of objects of A , and suppose that its product (resp.
coproduct) exists. Then

∏
i∈I Xi is injective (resp.

⊕
i∈I Xi is projective) if and only if all the Xi

are.

Proof. We have isomorphisms of functors HomA (
∏

i∈I Xi, ·) '
∏

i∈I HomA (Xi, ·) and
HomA (·,

⊕
i∈I Xi) '

∏
i∈I HomA (·, Xi), and, in Ab, a product of sequences is exact if and

only if each of the sequences is exact.

Here is a related result.

Lemma II.2.4.4. Let (F : A → B, G : B → A ) be a pair of additive adjoint functors between
abelian categories.

(i). If G is exact, then F sends projective objects to projective objects.

(ii). If F is exact, then G sends injective objects to injective objects.

Proof. As usual, it suffices to prove (i). Let P be a projective object of A . Then the functor
HomB(F (P ), ·) : B → Ab is isomorphic to the exact functor HomA (P,G(·)), so it is exact.

Corollary II.2.4.5. Let 0 → X
f→ X ′

g→ X ′′ → 0 be a short exact sequence in A . If X is
injective (resp. if X ′′ is projective), then this sequence splits.

Proof. Suppose that X is injective. By Proposition II.2.4.2, there exists v : X ′ → X such that
v ◦ f = idX , so the sequence splits. To get the second assertion, apply this to A op.

Applying Lemma II.2.4.3, we immediately get the following corollary.

Corollary II.2.4.6. Let 0→ X → X ′ → X ′′ → 0 be a short exact sequence in A . If X and X ′

are injective, then X ′′ is also injective. If X ′ and X ′′ are projective, then X is also projective.

Example II.2.4.7. (1) Let R be a ring. We claim that projective objects in RMod (resp.
ModR) are exactly direct summands of free R-modules, and finitely generated projec-
tive R-modules are direct summands of finitely generated free R-modules. In particular,
the catgeories RMod and ModR have enough projectives.

Indeed, notice first that R itself (with its obvious structure of left R-module) is projec-
tive, because we have an isomorphism of functors from HomR(R, ·) to id

RMod given by
HomR(R,M) → M , u 7−→ u(1). By Lemma II.2.4.3, every free R-module is projective.
By the same lemma, every direct summand of a free R-module is projective.
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Now let P be a projective R-module. Then there exists a free R-module F and a sur-
jective R-linear map f : F → P . (Take X a set of generators of P , for example
P itself, take F equal to the free R-module on the set X , and f sending the gener-
ator corresponding to x ∈ X to x.) By Corollary II.2.4.5, the short exact sequence
0 → Ker(f) → F

f→→ P → 0 split, so P is a direct factor of F . Note that, if P is
finitely generated, we can choose F to be finitely generated.

(2) If R is a principal ideal domain, projective R-modules are the same as free R-modules.
For finitely generated projective R-modules, this is a consequence of the structure theorem
for finitely generated R-modules.

Example II.2.4.8. If A = RMod, then an object of A is injective if and only if it satisfies
the condition of Proposition II.2.4.2(i) for f the injection of a left ideal of R into R. This is an
immediate corollary of Proposition II.3.2.3, as RMod admits colimits and R is a generator of
RMod.

In particular, if R is a principal ideal domain, then a R-module I is injective if and only if it
is divisible (we say that I is divisible if, for every a ∈ R − {0}, the map I → I , x 7−→ ax is
surjective.)

II.3 Generators and cogenerators

II.3.1 Morita’s theorem

Definition II.3.1.1. Let C be a category. We say that an object X of C is a generator (resp.
a cogenerator) if the functor HomC (X, ·) : C → Set (resp. HomC (·, X) : C op → Set) is
conservative.

Example II.3.1.2. (1) A singleton is a generator in Set.

(2) The left R-module R is a projective generator in RMod.

(3) The abelian group Q/Z is an injective cogenerator in Ab.

(4) Let U be a universe, C be a U -small category and Ab = AbU . For every X ∈ Ob(C ),
we denote by Z(X) the presheaf in Func(C op,Ab) sending Y ∈ Ob(C ) to the free abelian
group on HomC (Y,X); we call Z(X) the free presheaf of abelian groups on the presheaf
hX = HomC (·, X). Then

⊕
X∈Ob(C ) Z(X) =

⊕
X∈Ob(C ) HomC (·, X) is a projective gen-

erator in Funcadd(C op,Ab). 6 Indeed, for every object F of Func(C op,Ab), the Yoneda
lemma and the universal property of free abelian groups and of the direct sum gives an

6The restriction on the size of C is just there to make sure this direct sum exists.
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isomorphism

HomFunc(C op,Ab)(
⊕

X∈Ob(C )

Z(X), F )
∼→

∏
X∈Ob(C )

HomFunc(C op,Set)(hX , F )
∼→

∏
X∈Ob(C )

F (X),

which is easily seen to be an isomorphism of abelian groups. So the functor
HomFunc(C op,Ab)(

⊕
X∈Ob(C ) Z(X), ·) is faithful, and it is exact because products preserve

exact sequences in Ab.

We fix a universe U and an abelian U -category A .

Proposition II.3.1.3. (i). Let Q be a generator of A . Then :

a) The functor HomA (Q, ·) : A → Ab is faithful.

b) If X ∈ Ob(A ), then X ' 0 if and only if HomA (Q,X) = {0}.

c) A morphism f : X → Y is of A injective if and only if HomA (Q, f) is.

d) Let f : X → Y be a morphism of A . If HomA (Q, f) is surjective, then f is
surjective.

e) Suppose that A admits all direct sums indexed by sets I ∈ U . For any X ∈ Ob(A ),
consider the morphism

⊕
HomA (Q,X) Q → X whose composition with the injection

corresponding to f ∈ HomA (Q,X) is f ; then this morphism is surjective.

f) For every object X of A , the set of subobjects of X and the set of quotients of X are
isomorphic to elements of U .

(ii). Let J be a cogenerator of A . Then :

a) The functor HomA (·, J) : A op → Ab is faithful.

b) If X ∈ Ob(A ), then X ' 0 if and only if HomA (X, J) = {0}.

c) A morphism f : X → Y is of A surjective if and only if HomA (f, J) is injective.

d) Let f : X → Y be a morphism of A . If HomA (f, J) is surjective, then f is injective.

e) Suppose that A admits all direct project indexed by sets I ∈ U . For any
X ∈ Ob(A ), consider the morphism X →

∏
HomA (X,J) J whose composition with

the projection on the factor corresponding to f ∈ HomA (X, J) is f ; then this mor-
phism is injective.

f) For every object X of A , the set of subobjects of X and the set of quotients of X are
elements of U .

Proof. We only prove (i) (point (ii) follows by applying (i) to A op).

Let f : X → Y be a morphism of A such that HomA (Q, f) = 0. Let
u : Ker(f) → X be the kernel of f . As the functor HomA (Q, ·) is left exact,
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the canonical morphism HomA (Q,Ker f) → Ker(HomA (Q, f)) is an isomorphism, so
HomA (Q, u) : HomA (Q,Ker f) → HomA (Q,X) is an isomorphism. As Q is a generator,
this implies that u is an isomorphism, hence that f = 0. So HomA (Q, ·) is conservative. This
proves (a)

Let X ∈ Ob(A ). If X ' 0, then obviously HomA (Q,X) = {0}. Conversely, if
HomA (Q,X) = {0}, then the zero map in EndA (X) induces an isomorphism of HomA (Q,X),
so it is an isomorphism, so X ' 0. This proves (b).

Let f : X → Y be a morphism. As HomA (Q, ·) is left exact, we have
HomA (Q,Ker f) ' Ker(HomA (Q, f)), so, by (b), we get that Ker(HomA (Q, f)) ' 0 if and
only if Ker f ' 0; this shows that f is injective if and only if HomA (Q, f) is injective. This
proves (c). Now assume that HomA (Q, f) is surjective, and let p : Y → Coker f be the canoni-
cal morphism. For every g : Q → Y , the hypothesis says that there exists h : Q → X such that
g = f ◦ h, so p ◦ g = p ◦ f ◦ h = 0. In other words, we have HomA (Q, p) = 0. By (a), this
implies that p = 0, hence that f is surjective. This proves (d).

Let X ∈ Ob(A ), and let g :
⊕

HomA (Q,X) Q → X be the morphism of (e). The map
HomA (Q, g) :

⊕
HomA (Q,X) HomA (Q,Q)→ HomA (Q,X) is the map whose composition with

the injection HomA (Q,Q) →
⊕

HomA (Q,X) HomA (Q,Q) corresponding to f ∈ HomA (Q,X)

sends u ∈ HomA (Q,Q) to f ◦ u. Any f ∈ HomA (Q,X) is clearly in the image of this map
(because f = f ◦ idQ), so g is surjective by (d). This proves (e).

We finally prove (f). Let X ∈ Ob(A ). As the set of subobjects and the set of quo-
tients of X are in bijection, it suffices to prove the statement about the set of subobjects. Let
Ω = HomA (Q,X), and consider the map spending a couple (Y, f : Y → X) to the subset
f◦HomA (Q, Y ) of Ω. This induces a map from the set of subobjects ofX to P(Ω), and it suffices
to show that this map is injective. Let f1 : Y1 → X and f2 : Y2 → X be two injective morphisms,
and suppose that f1 ◦ HomA (Q, Y1) = f2 ◦ HomA (Q, Y2). Let p1 : Y1 ∩ Y2 = Y1 ×X Y2 → Y1

and p2 : Y1 ∩ Y2 → Y2 be the canonical projections. As HomA (Q, ·) is left exact, we have
HomA (Q, Y1 ×X Y2) = HomA (Q, Y1) ×HomA (Q,X) HomA (Q, Y2), so the hypothesis implies
that HomA (Q, p1) and HomA (Q, p2) are bijections. As HomA (Q, ·) is conservative, this shows
that p1 and p2 are isomorphisms, so (Y1, f1) and (Y2, f2) represent the same subobject of X .

Proposition II.3.1.4. (i). Suppose that A admits all direct sums indexed by sets I ∈ U , and
let Q be an object of A . Then the following are equivalent :

a) Q is a generator;

b) the functor HomA (Q, ·) : A → Ab is faithful;

c) for any object X of A , there exist a set I ∈ U and a surjective morphism⊕
I Q→ X .

(ii). Suppose that A admits all direct products indexed by sets I ∈ U , and let J be an object
of A . Then the following are equivalent :

72



II.3 Generators and cogenerators

a) J is a cogenerator;

b) the functor HomA (·, J) : A op → Ab is faithful;

c) for any object X of A , there exist a set I ∈ U and an injective morphism
X →

∏
I J .

Proof. We only prove (i) (point (ii) follows by applying (i) to A op). The fact (a) implies (b) and
(c) is part of Proposition II.3.1.3.

We prove that (b) implies (a). Suppose that (b) holds. Let f : X → Y be a morphism in A ,
and assume that HomA (Q, f) is a bijection. Let i : Ker f → X and p : Y → Coker f be the
canonical morphisms. We have HomA (Q, f) ◦HomA (Q, i) = 0, so HomA (Q, i) = 0, so i = 0,
so Ker f ' 0. Similarly, we have HomA (Q, p) ◦ HomA (Q, f) = 0, so HomA (Q, p) = 0, so
p = 0, so Coker f ' 0. By Proposition II.2.1.6, this implies that f is an isomorphism.

Finally, we prove that (c) implies (b). Suppose that (c) holds. Let f : X → Y be a mor-
phism such that HomA (Q, f) = 0. By (c), there exists a set I ∈ U and a surjective morphism
u :
⊕

I Q → X; as HomA (
⊕

I Q,X) ' HomA (Q,X)I , we can write u as a family (ui)i∈I of
elements of HomA (Q,X). By the hypothesis on f , we then have f ◦ u = 0, which implies that
f = 0 because u is surjective.

Corollary II.3.1.5. (i). Suppose that A admits all direct sums indexed by sets in U , and let
P be an object of A . Then the following are equivalent :

a) P is a projective generator;

b) the functor HomA (P, ·) : A → Ab is exact and faithful;

c) P is projective, and for every nonzero X ∈ Ob(C ), there exists a nonzero morphism
from P to X .

Moreover, if A has a projective generator, then it has enough projective objects.

(ii). Suppose that A admits all direct products indexed by sets in U , and let I be an object of
A . Then the following are equivalent :

a) P is an injective cogenerator;

b) the functor HomA (·, I) : A op → Ab is exact and faithful;

c) I is injective, and for every nonzero X ∈ Ob(C ), there exists a nonzero morphism
from X to I .

Moreover, if A has a injective cogenerator, then it has enough injective objects.

Proof. We only prove (i) (point (ii) follows by applying (i) to A op).
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We prove that (a) implies (b). Suppose that P is a projective generator. As P is projective, the
functor HomA (P, ·) is exact. The fact that it is faithful follows from Proposition II.3.1.3.

We show that (b) implies (c) and (a). Suppose that the functor HomA (P, ·) is exact and faithful.
Then P is projective (by definition of “projective”). Let X be a nonzero object of A . As
HomA (P, ·) is faithful, we have HomA (P, idX) 6= 0, which means that there exists g : P → X
such that g = idX ◦ g 6= 0. Also, the fact that P is a generator follows from Proposition II.3.1.4.

Finally, we show that (c) implies (b). Suppose that (c) holds. As P is projective, the functor
HomA (P, ·) is exact. Let f : X → Y be a morphism, and suppose that f 6= 0. We want to show
that HomA (P, f) 6= 0. Write f = i ◦ p, where p : X → Coim(f)

∼→ Im(f) is the canonical
surjection and i : Im(f)→ Y is the canonical injection. As f 6= 0, the object Im(f) is not zero,
so there exists a nonzero morphism u : P → Im(f). As P is projective and p is surjective, there
exists v : P → X such that u = p ◦ v. Then f ◦ v = i ◦ p ◦ v = i ◦ u 6= 0, because u 6= 0 and i is
injective. So HomA (P, f) is not the zero map.

We come to our main reason for introducing generators. Let P be an object of A , and let R be
the ring EndA (P ). If X is any object of A , we can make R act on HomA (P,X) by : if r ∈ R
and f ∈ HomA (P,X), then rf = f ◦ r. This makes HomA (P,X) into a right R-module. It
is easy to see that the functor HomA (P, ·) factors through the forgetful functor ModR → Ab
(this just follows from the associativity of composition); we will still denote the resulting functor
A →ModR by HomA (P, ·).

Theorem II.3.1.6 (Morita’s theorem). Suppose that A has all direct sums indexed by sets in
U and that P is a projective generator of A such that HomA (P, ·) commutes with direct sums
(indexed by sets in U ). (Such a P is sometimes called a progenerator of A .) LetR = EndA (P ).
Then the functor HomA (P, ·) : A →ModR is an equivalence of categories.

Moreover, if S is a ring andG : A →ModS is an equivalence of categories, then there exists
a projective generator P ′ of A such that F ' HomA (P ′, ·).

Proof. Let G = HomA (P, ·) : A →ModR. We already know that G is exact and faithful. For
every set X ∈ U , we write P (X) for the colimit of the constant functor X → A sending every
element of X to P . As G = HomA (P, ·) commutes with direct sums, the canonical morphism
R(X) = G(P )(X) → G(P (X)) is an isomorphism for every X ∈ U . (Remember that R(X) is the
free R-module with basis X .)

We claim that, if X and Y are sets, then the map
G : HomA (P (X), P (Y )) → HomR(G(P (X)), G(P (Y ))) ' HomR(R(X), R(Y )) is an iso-
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morphism. Indeed, we have a commutative diagram

HomA (P (X), P (Y )) //

(1)
��

HomR(R(X), R(Y ))

(1′)
��∏

X HomA (P, P (Y )) //
∏

X HomR(R,R(Y ))

∏
X

⊕
Y HomA (P, P )

(3)
//

(2)

OO

∏
X

⊕
Y HomR(R,R)

(2′)

OO

where all the horizontal maps are induced by G, maps (1) and (1’) are the isomorphisms given
by the universal property of the direct product, and maps (2) and (2’) are the canonical maps of
Subsection I.5.4.2. We know that (2) is an isomorphism by the assumption on P , and (2’) is an
isomorphism because the functor HomR(R, ·) : ModR → ModR is isomorphic to idModR ,
hence commutes with direct sums. Also, the map (3) is an isomorphism because the map
R = HomA (P, P )

G→ HomR(G(P ), G(P )) = HomR(R,R) is an isomorphism. (Indeed, if
f ∈ R = HomA (P, P ), then the map G(f) = HomA (P, f) : HomA (P, P ) → HomA (P, P )
sends g ∈ HomA (P, P ) to f ◦ g; in other words, G(f) : R → R is left multiplication by f .
But we know that every right R-module endomorphism of R is of that type, because R is a free
R-module on 1 ∈ R.)

We now prove prove that G admits a left adjoint functor F : ModR → A ,
and that the unit of this adjunction is an isomorphism. By Proposition I.4.7, it suf-
fices to show that, for every right R-module M , the functor ΦM : A → Set,
A 7−→ HomR(M,G(A)) is representable; then a couple representing this functor is
(F (M), η(M)), where η(M) ∈ ΦM(F (M)) = HomR(M,G(F (M))) is the value at M of
the unit of the adjunction. If M = R(X) with X a set, then ΦM is canonically isomorphic to
the functor

∏
X HomR(R,G(·)) '

∏
X G(·) '

∏
X HomA (P, ·) ' HomA (P (X), ·), so it is rep-

resentable by P (X). Note also that ηM : R(X) → G(P (X)) is the inverse of the isomorphism
R(X) → G(P (X)) of the first paragraph of the proof. In general, we have an exact sequence
R(X) u→ R(Y ) → M → 0, with X and Y sets. By the previous paragraph, there exists a
unique morphism f : P (X) → P (Y ) in A such that G(f) = u. Let B = Coker f ; by Sub-
section I.5.4.2, there is a canonical morphism M = CokerG(f) → G(Coker f) = G(B),
which is an isomorphism because G is exact. This isomorphism induces a morphism of functors
HomA (B, ·) G→ HomR(G(B), G(·)) ∼→ HomR(M,G(·)) = ΦM . We show that this morphism is
an isomorphism. For every A ∈ Ob(A ), we have a commutative diagram with exact columns
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(in the category of abelian groups) :

0

��

0

��

HomR(M,G(A))
(1)

//

��

HomA (B,A)

��

HomR(R(Y ), G(A))
(2)
//

��

HomA (P (Y ), A)

��

HomR(R(X), G(A))
(3)
// HomA (P (X), A)

We have already shown that maps (2) and (3) are isomorphisms. So we can deduce that (1)
is an isomorphism. So ΦM is representable by B, and we have also shown that the morphism
ηM : M → G(B) is an isomorphism.

Let ε : F ◦G→ idA be the counit of the adjunction. We claim that ε is also an isomorphism;
this implies that G is an equivalence of categories, with quasi-inverse F .

Let A ∈ Ob(A ). By Proposition I.4.6, the composition

G(A)
η(G(A))

// G(F (G(A)))
G(ε(A))

// G(A)

is equal to idG(A). We have already shown that η(G(A)) is an isomorphism, so this implies that
G(ε(A)) is an isomorphism. As G is conservative, we deduce that ε(A) is an isomorphism.

We finally prove the last statement. Let G : A → ModS be an equivalence of categories,
and let F ′ : ModS → A be a quasi-inverse of G. In particular, for every right S-module
M , the functor A → Set, A 7−→ HomA (M,G(A)) is representable by F ′(M), so G ad-
mits a left adjoint that is isomorphic to F ′. In other words, we may choose a quasi-inverse
F of G such that (F,G) is a pair of adjoint functors. Also, the functors F and G preserve
finite limits and finite colimits (because they are equivalences of categories), so they are ad-
ditive and exact functors (by Corollary II.1.2.5). Let Q = F (S). As S is a progenerator
of ModS , the object Q is a progenerator of A . Also, we have an isomorphism of functors
G(·) ' HomS(S,G(·)) ' HomA (F (S), ·) = HomA (Q, ·). This finishes the proof.

II.3.2 Grothendieck abelian categories

Definition II.3.2.1. Let U be a universe. A Grothendieck abelian category is an abelian U -
category A such that :

- colimits indexed by U -small categories exist in A ;
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- if I is a U -small filtrant category, the functor lim−→ : Func(I ,A )→ A is exact;

- A has a generator.

Example II.3.2.2. (1) For any ring R, the categories RMod and ModR are Grothendieck
abelian categories.

(2) If A is a Grothendieck abelian category and C is a U -small category, then Func(C op,A )
is a Grothendieck abelian category.

One advantage of Grothendieck abelian categories is that there is a simpler way to characterize
injective objects in them. This generalizes the criterion for R-modules, and the proof is almost
the same.

Proposition II.3.2.3. Suppose that A is a Grothendieck abelian category, and let Q be a gener-
ator of A . Then an object I of A is injective if and only if, for every monomorphism f : A→ Q
and any morphism u : A→ I , there exists v : Q→ I such that v ◦ f = u.

0 // A
f
//

u
��

Q
v

��

I

Proof. It is obvious that an injective object satisfies the condition of the proposition. We prove
the converse. Let I be an object of A , and suppose that any morphism from a subobject of Q to
I extends to Q.

Let f : A→ B be an injective morphism and u : A→ I be a morphism. We consider the set
X of pairs (A′, u′), whereA′ is a subobject ofB such thatA ⊂ A′ and u′ : A′ → I is a morphism
such that u′|A = u. If x1 = (A′1, u

′
1) and x2 = (A′2, u

′
2) are two elements of X , we write x1 ≤ x2

if A′1 ⊂ A′2 and u′1 = u′2|A′1
; it is easy to see that this is an order relation on X .

We want to apply Zorn’s lemma to show that X has s maximal element. We already know that
X is not empty (because (A, u) ∈ X), so it suffices to check that every totally ordered subset of
X has an upper bound. Let Y ⊂ X be a totally ordered subset. For every y ∈ Y , we denote
the corresponding pair by (A′y, uy). Then {A′y, y ∈ Y } is a totally ordered set of subobjects of
B; by Proposition II.3.1.3(i)(f), it is in bijection with an element of U , so its colimit A′ exists in
A , and, as A is a Grothendieck abelian category, this colimit is also a subobject of B. Also, the
colimit of the family of morphisms (u′y)y∈Y is a morphism u′ : A′ → I such that u′|A′y = u′y for
every y ∈ Y , and in particular u′|A = u. So (A′, u′) ∈ X , and it is clearly an upper bound of Y .

We now apply Zorn’s lemma to get a maximal element x of X . Let (A′, u′) be the correspond-
ing pair. We claim that the canonical morphism A′ → B is an isomorphism, which finishes
the proof (take v equal to u′ times the inverse of this isomorphism). To prove the claim, we
assume that A′ → B is not an isomorphism. As Q is a generator of A , there exists a morphism
ψ : Q → B that does not factor through A′. Let N = A′ ∩ Imψ (a subobject of B), and let
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M = ψ−1(N) (a subobject of Q); we still denote by ψ : M → N the morphism induced by ψ.

Let g : M → I be the composition M
ψ→ N → A′

u′→ I , where N → A′ is the canonical injec-
tion. By the hypothesis on I , there exists a morphism h : Q → I extending g. As Kerψ ⊂ M ,
we have Kerψ ⊂ Ker g ⊂ Kerh, so h induces a morphism k : Imψ → I . By definition of g, the
composition of u′ and of k with the canonical injections of N in A′ and Imψ are equal, so u′ and
k define a morphism u′′ from A′′ = A′ + Imψ to I extending u′. As A′ ( A′′, this contradicts
the maximality of x.

The main result of this subsection is the following :

Theorem II.3.2.4. Let A be a Grothendieck abelian category. Then there exists an additive
endofunctor I of A and a morphism of functors ι : idA → I such that, for every A ∈ Ob(A ),
the object I(A) of A is injective and the morphism ι(A) : A→ I(A) is a monomorphism.

In particular, the abelian category A has enough injective objects.

Proof. Let Q be a generator of A . For every A ∈ Ob(A ), we denote by Φ(A) a pushout of the
following diagram : ⊕

M⊂Q
⊕

f∈HomA (M,A) M

i

��

F // A

⊕
M⊂Q

⊕
f∈HomA (M,A) Q

where i is the direct of the injections M ⊂ Q and F is the unique morphism whose composition
with the injection M0 ⊂

⊕
M⊂Q

⊕
f∈HomA (M,A) M corresponding to f0 : M0 → A is f0. Note

that the direct sums exist by Proposition II.3.1.3(i)(f), and that we have a canonical morphism
A→ Φ(A), which is injective by Corollary II.2.1.16(i).

The diagram defining Φ(A) is functorial in A, so we can extend Φ to an endofunctor of A
such that the morphisms A→ Φ(A) define a morphism of functors ι01 : idA → Φ.

Using transfinite induction, we now define a family Φα of endofunctors of A indexed by the
ordinals α ∈ U , together with morphisms of functors ιαβ : Φα → Φβ for α ≤ β, such that
ιαβ(A) is injective for every A ∈ Ob(A ), that ιαα = idΦα and that ιαγ = ιβγ ◦ ιαβ if α ≤ β ≤ γ.
(In other words, we define a functor from the ordered set of ordinals α ∈ U to the category of
endofunctors of A .)

(1) We take Φ0 = idA , Φ1 = Φ and ι01 the morphism defined above.

(2) Suppose that α is a successor ordinal, so that α = α′ + 1 for some ordinal α′ (uniquely
determined by α). We take Φα = Φ ◦ Φα′ and ια′α(A) = ι01(Φα′(A)). If β ≤ α′, we take
ιβα(A) = ια′β(A) ◦ ιβα′(A).
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(3) If α is a limit ordinal, we take Φα = lim−→β<α
Φβ (with the transition maps ιββ′ : Φβ → Φβ′ ,

for β ≤ β′ < α. For every ordinal β < α, we have a canonical morphism Φβ → Φα, and
we take this to be ιβα; the morphism ιβα(A) is injective for every A ∈ Ob(A ) because it
is equal to lim−→β≤β′<α ιββ′(A) and because filtrant inductive limits are exact in A .

Let c be the cardinality of the set of subobjects of Q. By Proposition II.3.1.3(i)(f), we have
c ∈ U , so we can choose an ordinal α ∈ U whose cofinality is striclty greater than c. (See
Definition II.3.2.5 and Lemma II.3.2.6.) We take I = Φα and ι = ι0α. Let A ∈ Ob(A ). We
want to show that I(A) is an injective object of A , which will finish the proof. Let M ⊂ Q be a
subobject and u : N → I(A) be a morphism. Thanks to Proposition II.3.2.3, it suffices to show
that u extends to a morphism Q → I(A). By Lemma II.3.2.7, the morphism u : M → I(A)

factors as M u′→ Φβ(A)
ιβα(A)
→ I(A), for some β < α. By construction of Φ, the morphism

u′ : M → Φβ(A) extends to a morphism v′ : Q → Φ(Φβ(A)) = Φβ+1(A). Composing with
ιβ+1,α(A) : Φβ+1(A)→ I(A), we get a morphism v : Q→ I(A) such that v|M = u.

Definition II.3.2.5. Let I be an ordered set. A subset J of I is called cofinal if, for every i ∈ I ,
there exists j ∈ J such that i ≤ j. The cofinality of I the least of the cardinalities of the cofinal
subsets of I .

Lemma II.3.2.6. Let U be a universe and c ∈ U be a cardinal. There exists an ordinal α ∈ U
whose cofinality is strictly greater than c.

Proof. If c is finite, we can take α = ω (whose cofinality is ω). Suppose that c is finite. Let
α be the smalles ordinal in U whose cardinality is striclty greater than c. (Such ordinals exist,
for example card(2c).) If there were another ordinal β such that α = β + 1, we would have
card(β) = card(α) > c, contradicting the minimality of α; so α is a limit ordinal. Suppose
that there exists a cofinal subset J ⊂ α such that card(J) ≤ c. For every β ∈ J , we have
card(β) < card(α) (because α is a limit ordinal), so card(β) ≤ c by minimality of α. On the
other hand, as J is cofinal, we have α =

⋃
β∈J β, so card(α) ≤ c2 = c. This is a contradiction,

so the cofinality of α is > c.

Lemma II.3.2.7. Let A be an abelian U -category in which colimits indexed by filtrant U -
small categories exist and are exact, let A be an object of A , let c be the cardinality of the set
of subobjects of A and F : α → A be a functor, where α ∈ U is an ordinal whose cofinality is
> c. We also suppose that all the morphisms uβγ : F (β)→ F (γ), for β ≤ γ in α, are injective.

Then any morphism A→ lim−→F factors through one of the F (β).

Proof. Let B = lim−→F and let f : A → B be a morphism. For every β ∈ α, the canonical
morphism F (β)→ B is equal to lim−→γ≥β uβγ , so it is injective; so we can see F (β) as a subobject
of B, and define a subobject Aβ of A by Aβ = f−1(F (β)). For every β ∈ α, the morphism
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f : A → B factors through F (β) if and only if Aβ = A. So it suffices to find β ∈ α such that
A = Aβ .

As filtrant colimits are exact in A , we have⋃
β∈α

Aβ =
⋃
β∈α

f−1(F (β)) = f−1(
⋃
β∈α

F (β)) = f−1(B) = A.

On the other hand, as the cardinality of the set of subobjects of A is c, there exists a subset S of
α of cardinality≤ c such that, for every β ∈ α, there exists β′ ∈ S such that Aβ = Aβ′ . As α has
cofinality > c, the subset S is not cofinal in α, so there exists β ∈ α such that γ < β for every
γ ∈ S. By the property of S, we have Aγ ⊂ Aβ for every γ ∈ α, so Aβ ⊃

⋃
γ∈αAγ = A, that is,

Aβ = A.

Corollary II.3.2.8. Let A be a Grothendeick abelian category. Then A has an injective cogen-
erator.

Proof. By corollary II.3.1.5, it suffices to construct an injective object I of A such that every
nonzero object has a nonzero morphism to I .

Let Q be a generator of A . By Proposition II.3.1.3, the direct sum N :=
⊕

M⊂QQ/M exists
in A . Choose an injection N → I , with I an injective object. Let A be a nonzero object of A .
As Q is a generator, there exists (by Proposition II.3.1.3) a nonzero morphism u : Q → A. If
M = Keru, the morphism u induces an injective morphism v : Q/M → A. We have a canonical
injective morphism Q/M → N , hence an injective morphism Q/M → I . As I is injective, this
extends to a morphism A→ I , which is nonzero because Q/M 6= 0.

Corollary II.3.2.9. Let R be a ring. Then the categories RMod and ModR have enough injec-
tive and projective objects.

Proof. As ModR = RopMod, it suffices to treat the case of RMod. We have seen in Example
II.2.4.7(1) that any free R-module is projective; as every R-module is a quotient of a free R-
module, the category RMod has enough projective objects. On the other hand, the category
RMod has all limits and colimits (see Subsection I.5.5.1), and filtrant colimits in RMod are
exact by Corollary I.5.6.5. Also, the R-module R is a projective generator of RMod. So RMod
is a Grothendieck abelian category, hence it has enough injective objects by Theorem II.3.2.4.
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In this chapter, we will define sheaves and use them to illustrate some of the methods and con-
structions that we have defined so far. Sheaves also give important examples of Grothendieck
abelian categories.

III.1 Sheaves on a topological space

We quickly review the classical theory of sheaves on topological spaces.

Let X be a topological space. We denote by PSh(X) (resp. PSh(X,R) if R is a ring)
the category of presheaves of sets (resp. left R-modules) on X . If Open(X) is the category
of open subsets of X , we can think of PSh(X) (resp. PSh(X,R)) as the functor categories
Func(Open(X)op,Set) (resp. Func(Open(X)op, RMod).) If F is a presheaf on X and V ⊂ U
are open subsets of X , we often denote the map F (U)→ F (V ) by s 7−→ s|V .

Definition III.1.1. A sheaf F on X is called a sheaf if, for every open subset U of X and every
open cover (Ui)i∈I of U , the two following conditions hold :

(a) the map F (U)→
∏

i∈I F (Ui), s 7−→ (s|Ui)i∈I is injective;

(b) the map of (a) identifies F (U) to the kernel of the two maps
f, g :

∏
i∈I F (Ui) →

∏
i,j∈I F (Ui ∩ Uj) defined by f((si)) = (si|Ui∩Uj)i,j∈I and

f((si)) = (sj|Ui∩Uj)i,j∈I (in other words, if (si) ∈
∏

i∈I F (Ui), there exists s ∈ F (U) such
that (si) is the family (s|Ui) if and only, for all i, j ∈ I , we have si|Ui∩Uj = sj|Ui∩Uj ).

If the presheaf F satisfies condition (a) for every open cover of an open subset of X , we say
that it is a separated presheaf.

Definition III.1.2. We denote by Sh(X) (resp. Sh(X,R)) the full subcategory of PSh(X) (resp.
PSh(X,R)) whose objects are sheaves, and call it the category of sheaves of sets (resp. of left
R-modules) on X .

Definition III.1.3. Let U be an open subset of X . The category of open covers of U is the
category IU whose objects are open covers (Ui)i∈I , and in which a morphism from (Ui)i∈I to
(Vj)j∈J is a map α : I → J such that, for every i ∈ I , we have Ui ⊂ Vα(i).

In particular, if U ,V ∈ Ob(IU) are open covers of U , there exists a morphism U → V if
and only if U refines V . Note that there can be more than one morphism from U to V .
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Let F be a presheaf on X , U be an open subset of X and U = (Ui)i∈I be an open cover of U .
We set

Ȟ0(U , F ) = {(si) ∈
∏
i∈I

F (Ui) mod ∀i, j ∈ I, si|Ui∩Uj = sj|Ui∩Uj}.

Remark III.1.4. By definition of sheaves, the presheaf F is a sheaf (resp. a separated presheaf) if
and only if, for every open subset U of X and every open cover U of U , the canonical morphism
F (U)→ Ȟ0(U , F ) induced by restriction is an isomorphism (resp. an injection).

Now suppose that we are given two open covers U = (Ui)i∈I and V = (Vj)j∈J of
an open subset U of X and a morphism α : U → V in IU . We define a map
α∗ : Ȟ0(V , F ) → Ȟ0(U , F ) in the following way : if (sj) ∈

∏
j∈J F (Vj) is an element of

Ȟ0(V , F ), we set α∗((sj)j∈J) = (sα(i)|Ui)i∈I . It is clear that this makes U 7−→ Ȟ0(U , F ) into a
functor from I op

U to Set.

Lemma III.1.5. Let F be a presheaf on X , U an open subset of X , U = (Ui)i∈I and
V = (Vj)j∈J two open covers of U and α, β : U → V two morphisms in IU . Then we
have α∗ = β∗ : Ȟ0(V , F )→ Ȟ0(U , F ).

Proof. Let s = (sj)j∈J ∈ Ȟ0(V , F ), and let (ti)i∈I = α∗(s) and (t′i)i∈I = β∗(s). Let i ∈ I . We
have ti = sα(i)|Ui and t′i|β(i)|Ui . We want to show that ti = t′i. As Ui ⊂ Vα(i) ∩ Vβ(i), it suffices to
show that sα(i)|Vα(i)∩Vβ(i)

= sβ(i)|Vα(i)∩Vβ(i)
; but this follows from the fact that s ∈ Ȟ0(U , F ).

Corollary III.1.6. Let I 0
U be the category such that Ob(I 0

U) = Ob(IU) and such that
HomI 0

U
(U ,V ) is empty if HomIU (U ,V ) is empty, and a singleton if HomIU (U ,V ) is

nonempty. There is a unique way to define the composition, and we have an obvious functor
IU → I 0

U . Then the functor F 7−→ Ȟ0(U , F ) factors through (IU)op → (I 0
U)op, and induces

a functor (I 0
U)op → Set.

Remark III.1.7. Note that I 0
U is just the category associated to the preordered set of open covers

of U , preordered by refinement; this is not an ordered set, because we have can two open covers
of the same U who are refinements of each other. Also, as two open covers of U always have
a common refinement (taking intersections of the sets in these two covers, for example), the
category (I 0

U)op is filtrant.

Definition III.1.8. We construct an endofunctor F 7−→ F+ of the category PSh(X) in the
following way : For every presheaf F on X , for every open subset U of X , we set

F+(U) = lim−→
U ∈Ob((I 0

U )op)

Ȟ0(U , F ).

The set F+(U) is also denoted by Ȟ0(U, F ), and called the 0th Čech cohomology of F on U .
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If U ⊂ V are open subsets of X , then we have a functor I 0
V → I 0

U sending an open cover
V = (Vi)i∈I of V to the open cover U ∩ V = (U ∩ Vi)i∈I . The restriction maps give, for every
open cover V of V , a map Ȟ0(V , F )→ Ȟ0(U ∩ V , F ), so we get a map

F+(V ) = lim−→
V ∈Ob((I 0

V )op)

Ȟ0(V , F )→ lim−→
V ∈Ob((I 0

V )op)

Ȟ0(U∩V , F )→ lim−→
U ∈Ob((I 0

U )op)

Ȟ0(U , F ) = F+(U).

This makes F+ into a presheaf on X . Also, the canonical maps F (U) → Ȟ0(U , F ) (for U an
open cover of U ) induce a morphism of presheaves ι0(F ) : F → F+; it is easy to see that this is
actually a morphism of functors on PSh(X).

Remark III.1.9. As (I 0
U)op is a filtrant category, the set F+(U) is the set of families

(si)i∈I ∈ Ȟ0((Ui)i∈I , F ), for (Ui)i∈I an open cover of U , modulo the following equivalence
relation : if U1 and U2 are open covers of U and s1 ∈ Ȟ0(U1, F ), s2 ∈ Ȟ0(U2, F ), then s1 and
s2 are equivalent if and only if there exists an open cover V of U refining both U1 and U2 and
refinements α1 : V → U1 and α2 : V → U2 such that α∗1(s1) = α∗2(s2) in Ȟ0(V , F ).

Proposition III.1.10. Let F be a presheaf on X .

(i). The presheaf F+ is separated.

(ii). If F is a separated presheaf, then ι0(F ) : F → F+ is injective.

(iii). If F is a separated presheaf, then F+ is a sheaf.

(iv). The presheaf F++ is a sheaf.

(v). If F is a sheaf, then the morphism ι0(F ) : F → F+ is an isomorphism.

(vi). If G is a sheaf and u : F → G is a morphism of presheaves, then there exists a unique
morphism of presheaves u′ : F++ → G such that u = u′ ◦ ι0(F+) ◦ ι0(F ) :

F
u //

��

G

F++

u′

<<

In particular, the functor F 7−→ F++ can be seen as a functor PSh(X) → Sh(X); this is
called the sheafification functor and denote by F 7−→ F sh. We have a morphism of functors
ι : idPSh(C ) → (·)sh given by ι(F ) = ι0(F+) ◦ ι0(F ).

Proof. (i). Let U be an open subset of X and U = (Ui)i∈I be an open cover of U . Let
s, t ∈ F+(U) such that s|Ui = t|Ui for every i ∈ I . We choose an open cover V = (Vj)j∈J
of U and elements (sj)j∈J , (tj)j∈J of Ȟ0(V , F ) representing s and t. After replacing V
and U by a common refinement, we may assume that V refines U . Let j ∈ J . Then Vj
is contained in some Ui, and so the fact that s|Ui = t|Ui in F+(Ui) implies that sj and tj
define the same element of F+(Vj); by Remark III.1.9, this means that there exists an open
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cover (Wjk)k∈Kj of Vj such that sj|Wjk
= tj|Wjk

in F (Wjk) for every k ∈ Jj . Consider the
open cover W = (Wjk)j∈J,k∈Jk of U . Then W refines V , and the images of (sj) and (tj)
in Ȟ0(W , F ) are equal, so (sj) and (tj) define the same element of F+(U).

(ii). This follows immediately from Remarks III.1.4 and III.1.9.

(iii). Let U be an open subset ofX , U = (Ui)i∈I be an open cover of U and (si) ∈
∏

i∈I F
+(Ui)

such that si|Ui∩Uj = sj|Ui∩Uj for all i, j ∈ I . For every i ∈ I , choose an open
cover Ui = (Uij)j∈Ji of Ui and an element (sij)j∈Ij of Ȟ0(Ui, F ) representing si. Let
V = (Uij)i∈I,j∈Ji; this is an open cover of U . We claim that the family (sij)i∈I,j∈Ji
is an element of Ȟ0(V , F ). Let i, i′ ∈ I , j ∈ Ji and j′ ∈ Ji′; we need to show
that sij|Uij∩Ui′j′ = si′j′|Uij∩Ui′j′ in F (Uij ∩ Ui′j′). We know that si|Ui∩Ui′ = si′|Ui∩Ui′ in
F+(Ui ∩Ui′); as Uij ∩Ui′j′ ⊂ Ui ∩Ui′ , this implies that sij|Uij∩Ui′j′ and si′j′|Uij∩Ui′j′ define
the same element of F+(Uij∩Ui′j′), and, by (ii), we get that they are equal in F (Uij∩Ui′j′).

Now let s′ be the element of F+(U) defined by the family (sij)i∈I,j∈Ji ∈ Ȟ0(V , F ). It
remains to show that s′|Ui = si in F+(Ui) for every i ∈ I . Let i ∈ I . Then s′|Ui ∈ F

+(Ui)

is represented by the family (sij)j∈Ji ∈ Ȟ0(Ui, F ), so it is equal to si.

(iv). This follows immediately from (i) and (iii).

(v). This follows immediately from Remark III.1.4.

(vi). We have a commutative square
F //

u
��

F++

u++

��

G // G++

where the horizontal morphisms are given by two applications of ι0. By (v), the morphism
G → G++ is an isomorphism, so we get the desired u′ : F++ → G by composing the
inverse of this isomorphism and u++.

Suppose that we have another morphism u′′ : F++ → G such that u = u′′◦ι0(F+)◦ι0(F ).
Let U be an open subset of X , let s ∈ F++(U). We want to show that u′(s) = u′′(s).
By Remark III.1.9 (applied twice), we can find an open cover (Ui)i∈I of U and sections
si ∈ F (Ui) such that s|Ui is equal to the image of si in F++(Ui) for every i ∈ I . By the
condition on u′ and u′′, we have, for every i ∈ I , u′(s)|Ui = u(si) = u′′(s)|Ui . As G is a
sheaf, this implies that u′(s) = u′′(s).

III.2 Grothendieck pretopologies

In this section, we study a generalization of topological spaces called Grothendieck pretopolo-
gies, and the associated category of sheaves.
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We fix a category C , and we always assume that fibered products exist in C .

III.2.1 Pretopologies and sheaves

Definition III.2.1.1. A Grothendieck pretopology T on C is the data, for every object X of C ,
of a set of families of morphisms (ui : Xi → X)i∈I , called covering families, and satisfying the
following axioms :

(CF1) If Y → X is a morphism and (Xi → X)i∈I is a covering family, then the family
(Xi ×X Y → Y )i∈I is a covering family.

(CF2) If (ui : Xi → X)i∈I is a covering, and if, for every i ∈ I , (vij : Xij → Xi)j∈Ji is a
covering family, then the family (ui ◦ vij : Xij → X)i∈I,j∈Ji is a covering family.

(CF3) If u : X ′ → X is an isomorphism, then (u : X ′ → X) is a covering family.

A category C (having fiber products) with a Grothendieck pretopology is called a site. If T
and T ′ are two pretopologies on C , we say that T is coarser than T ′ (or that T ′ is finer than
T ) if every covering family for T is also covering for T ′.

Remark III.2.1.2. Obligatory set-theoretical remark : if U is the ambient universe (that, we use
the category SetU as coefficients for the presheaves), then the indexing set I of covering families
is also assumed to be an element of U .

Remark III.2.1.3. There is a more general notion of Grothendieck topology that makes sense
for categories C that don’t necessarily have fiber products. It is formulated using sieves on
X ∈ Ob(C ), which are by definition subpresheaves of the representable presheaf HomC (·, X).
Instead of covering families, we have to give for each object X of C the data of a collection
of covering sieves, satisfying conditions similar to (CF1)-(CF3). The connection with covering
families is the following : Any family of morphisms (ui : Xi → X) defines a sieve F on X , by
taking F (Y ) to be the set of morphisms Y → X that factor through one of the ui; we call this
sieve the sieve generated by the family. A sieve is called covering if it is generated by a covering
family.

For a category that has fiber products, the two notions turn out to be equivalent, so we chose to
only consider Grothendieck pretopologies in these notes, because they are closer to the geometric
intuition. See for example Chapter 16 of [8] for more about Grothendieck topologies.

Example III.2.1.4. (0) The trivial topology on C is the topology for which the covering fam-
ilies are exactly the isomorphisms.

(1) LetX be a topological space, and C = Open(X) be the category of its open subsets. Then
C has fiber products : if U → V and W → V are two morphisms of C , this just means
that U ⊂ V and W ⊂ V , and it si easy to see that U ×V W = U ∩W . We say that a family
of morphisms (Ui → U)i∈I is covering if U =

⋃
i∈I Ui. This defines a pretopology on C ,

which we will call the usual pretopology.
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(2) Let C = Open(Q). We say that a family of morphisms (Ui → U)i∈I is covering if (Ui)i∈I
is an admissible open cover of U in the sense of Problem A.3.5. This defines a pretopology
on C , which is weaker than the usual one.

(3) Let A be an abelian category. We define a pretopology on A by taking the admissible
coverings of X to be the epimorphisms Y → X . The topology that this defines is called
the canonical topology on A ; see Remark III.2.1.8 for an explanation of the name.

(4) Let G be a topological group. A G-set is a set X with an action of G such that the action
map G × X → X is continuous if we put the discrete topology on X . A morphism of
G-sets is a G-equivariant map. We get a category G− Set, called the category of G-sets.
This category has fiber products, given by the usual fiber product of sets with the product
action of G, and a final object, which is a singleton with the trivial action of G. We put
a Grothendieck pretopology on G − Set by taking covering families to be the families
(ui : Xi → X)i∈I such that X =

⋃
i∈I ui(Xi).

(5) A topological space X is called profinite if it is homeomorphic to lim←−F , where
F : I → Top is a functor from a U -small category I such that F (i) is a finite dis-
crete space for every i ∈ Ob(I ). It is equivalent to ask that X be a compact Hausdorff
totally disconnected topological space. We denote by ∗proét the full subcategory of Top
whose objects are profinite sets, equipped with the Grothendieck pretopology for which
covering families are finite families (ui : Xi → X)1≤i≤n such that X =

⋃n
i=1 ui(Xi).

(6) Let CRing be the category of commutative rings, and let C = CRingop. (This is the
category of affine schemes.) Note that C has fiber product : if A → B and A → C are
morphisms of commutative rings, their fiber product in C is B ⊗A C. There are many
useful pretopologies on C . We will define two here :

• the fpqc topology 1 is the pretopology for which covering families are morphisms of
commutative rings that are faithfully flat;

• the fppf topology 2 is the pretopology for which covering families are morphisms of
commutative rings that are faithfully flat and of finite presentation.

Definition III.2.1.5. Let T be a Grothendieck pretopology on C . A presheaf F ∈ PSh(C )
(resp. Func(C op,Ab), resp. Func(C op, RMod), resp. Func(C op,ModR)) is called a sheaf
(resp. sheaf of abelian groups, sheaf of left R-modules, sheaf of right R-modules) if, for every
covering family (ui : Xi → X)i∈I , the two following conditions hold :

(a) the map F (X)→
∏

i∈I F (Xi), s 7−→ (u∗i (s))i∈I is injective;

(b) the map of (a) identifies F (X) to the kernel of the two maps
f, g :

∏
i∈I F (Xi) →

∏
i,j∈I F (Xi ×X Xj) defined by f((si)) = (p∗ij,isi)i,j∈I and

f((si)) = (p∗ij,jsj)i,j∈I , where pij,i : Xi ×X Xj → Xi and pij,j : Xi ×X Xj → Xj are the
two projections.

1Fpqc means “fidèlement plat quasi-compact”, which is French for “faithfully flat quasi-compact”.
2Fppf means “fidèlement plat de présentation finie”, which is French for “faithfully flat of finite presentation”.
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If the presheaf F satisfies condition (a) for every covering family of an object X of C , we say
that it is a separated presheaf.

Remark III.2.1.6. If X is an object of C such that the empty family is a covering family of X
and if F is a sheaf (resp. a sheaf of left or right R-modules) on C , then F (X) is a singleton
(resp. F (X) = 0). Indeed, the empty product in the category Set (resp. RMod or ModR) is a
terminal object, that is, a singleton (resp. 0).

Definition III.2.1.7. We denote by Sh(CT ) (resp. Sh(CT , R)) the full subcategory of PSh(C )
(resp. PSh(C , R) := Func(C op, RMod)) whose objects are sheaves, and call it the category of
sheaves of sets (resp. of left R-modules) on C . If Z = R, we also call objects of PSh(C ,Z)
(resp. Sh(CT ,Z) abelian presheaves (resp. abelian sheaves).

The category Sh(CT ) is also called the topos associated to the site (C ,T ).

Remark III.2.1.8. We say that a Grothendieck (pre)topology is subcanonical if every repre-
sentable presheaf is a sheaf. There always existsa finest subcanonical topology on a category; it
is called the canonical topology. 3

Example III.2.1.9. (0) The sheaves for the trivial topology on C are the presheaves.

(1) The sheaves for the topology of Example III.2.1.4(1) on the category of open subsets of a
topological space X are the sheaves on X in the usual sense.

(3) The sheaves of abelian groups on an abelian category A with its canonical topology are
the left exact functors A op → Ab. (See problem A.3.6.)

(5) The sheaves on ∗proét (see Example III.2.1.4(5)) are called condensed sets.

III.2.2 Sheafification

Let C be a category admitting fibered products, and let T be a Grothendieck pretopology on C .

Definition III.2.2.1. Let f : X → Y be a morphism of C , let X = (ui : Xi → X)i∈I be a
covering family of X and Y = (vj : Yj → Y )j∈J be a covering family of Y . A morphism of
covering families from X to Y over the morphism f is the data of a map α : I → J and, for
every i ∈ I , of a morphism fi : Xi → Yv(i) such that the following diagram commutes :

Xi
fi //

ui
��

Yα(i)

vα(i)

��

X
f
// Y

If f : X → Y and g : Y → Z are morphisms of C , X = (Xi)i∈I , Y = (Yj)j∈J and
Z = (Zk)k∈K are covering families of X , Y and Z and u = (α, (fi)) : X → Y and

3See for example Exercise 17.6 of [8].
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v = (β, (vj)) : Y → Z are morphisms of coverings over f and g, then we get a morphism
of coverings v ◦ u : X → Z over g ◦ f by taking the map β ◦ α : I → K and, for every i ∈ I ,
the morphism gα(i) ◦ fi : Xi → Zβ(α(i)).

In this way, we get a category Cov(C ,T ) of covering families of C , with a functor
Cov(C ,T )→ C sending a covering family to the object it covers.

Definition III.2.2.2. The category of coverings of an object X of C is the category IX

whose objects are covering families of X and whose morphisms are morphisms of covering
families over idX . 4 We also denote by I 0

X the category such that Ob(I 0
X) = Ob(IX)

and HomI 0
X

(X ,X ′) is empty if HomIX (X ,X ′) is and a singleton if HomIX (X ,X ′) is
nonempty (with the only possible composition law). We have an obvious functor IX → I 0

X .

Remark III.2.2.3. The category I 0
X is the category associated to a preordered set.

Definition III.2.2.4. Let F be a presheaf on C . If X is an object of C and X = (Xi)i∈I is a
covering family of X , we set

Ȟ0(X ,F ) = {(si) ∈
∏
i∈I

F (Xi) | ∀i, j ∈ I, p∗ij,isi = p∗ij,jsj},

where pij,i : Xi ×X Xj → Xi and pij,j : Xi ×X Xj → Xj are the two projections.

Note that the map sending s ∈ F (X) to the family (u∗i (s))i∈I ∈
∏

i∈I F (Xi) induces a map
F (X)→ Ȟ0(X ,F ).

Suppose that u = (α, (fi)) : X → Y = (Yj)j∈J is a morphism of coverings over a morphism
f : X → Y . We define a map u∗ : Ȟ0(Y ,F ) → Ȟ0(X ,F ) in the following way : Let
(tj)j∈J ∈ Ȟ0(Y ,F ). Then u∗((tj)j∈J) = (f ∗i (tα(i)))i∈I . This element of

∏
i∈I F (Ui) is in

Ȟ0(X ,F ) because the following two diagrams commute :

Yi ×Y Yj //

��

Yi

fi
��

Yi ×Y Yj //

��

Yj

fj
��

Xi ×X Xj
// Xi Xi ×X Xj

// Xj

By construction of u∗, the following diagram commutes:

Ȟ0(Y ,F ) u∗ // Ȟ0(X ,F )

F (Y )
f∗

//

OO

F (X)

OO

In this way, we get a functor X 7−→ Ȟ0(X ,F ) on the category Cov(C ,T )op.
4This is called the fiber of the functor Cov(C ,T )→ C over X .
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Remark III.2.2.5. By definition of sheaves, the presheaf F is a sheaf (resp. a separated presheaf)
if and only if, for every object X of C and every covering family X of X , the canonical mor-
phism F (X)→ Ȟ0(X ,F ) is an isomorphism (resp. an injection).

From now on, we assume the following :

- we have fixed a universe U ;

- the category C is a U -category;

- Set = SetU , Ab = AbU , RMod = RModU , ModR = ModRU ;

- for every object X of C , the category IX is essentially U -small, that is, equivalent to
a U -small category.

The last condition will allow us to take colimits indexed by I op
X in Set (or Ab, RMod,

ModR). Note that we can always ensure that this conditions holds by replacing U with a bigger
universe. However, the sheafification functor can then depend on the universe, see Waterhouse’s
article [14] for an example in the case of the fpqc topology.

Definition III.2.2.6. Let F be a presheaf on C . If X is an object of C , we set

Ȟ0(X,F ) = F +(X) = lim−→
X ∈Ob(I op

X )

Ȟ0(X ,F ).

This is called 0th Čech cohomology of F on X .

If f : X → Y is a morphism of C , then we have a functor f ∗ : IY → IX sending a covering
family Y = (Yj)j∈J of Y to the covering family f ∗(Y ) = (Yj ×Y X)j∈J of X; the identity
J → J and the first projections give a canonical morphism of coverings u : f ∗(Y ) → Y over
f , so we get a commutative diagram:

Ȟ0(Y ,F ) u∗ // Ȟ0(f ∗(Y ),F )

F (Y )
f∗

//

OO

F (X)

OO

Going to the colimit over I op
Y , we get a morphism

F +(Y ) = lim−→
Y ∈Ob((IY )op)

Ȟ0(Y ,F )→ lim−→
Y ∈Ob((IY )op)

Ȟ0(f ∗(Y ),F )

→ lim−→
X ∈Ob((IX)op)

Ȟ0(X ,F ) = F +(X).

This makes F + into a presheaf on C . Also, the canonical maps F (X) → Ȟ0(X ,F ) (for
X a covering family of X) induce a morphism of presheaves ι0(F ) : F → F +. Finally, the
formation of F + is clearly functorial in F , and it is easy to see that ι0 is actually a morphism of
functors.
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Lemma III.2.2.7. (i). Let F be a presheaf on C , f : X → Y be a morphism of C
and u, v : X → Y be a morphism of covering families above f . Then the maps
u∗ : Ȟ0(Y ,F )→ Ȟ0(X ,F ) and v∗ : Ȟ0(Y ,F )→ Ȟ0(X ,F ) are equal.

In particular, if X is an object of C , the functor X 7−→ Ȟ0(X ,F ) on I op
X factors

through (I 0
X)op.

(ii). For every object X of C , the category (I 0
X)op is filtrant.

Proof. (i). Write X = (fi : Xi → X)i∈I , Y = (gj : Yj → Y )j∈J ,
u = (α, (ui : Xi → Yα(i))i∈I) and v = (β, (vi : Xi → Yβ(i))i∈I). Let
s = (sj)j∈J ∈ Ȟ0(Y ,F ). We want to show that, for every i ∈ I , we have
u∗i (sα(i)) = v∗i (sβ(i)). As the diagrams

Xi
ui //

fi
��

Yα(i)

gα(i)

��

Xi
vi //

fi
��

Yβ(i)

gβ(i)

��

X
f
// Y X

f
// Y

commute by definition of a morphism of covering families, we have a unique morphism
h : Xi → Yα(i) ×Y Yβ(i) whose composition with the first (resp. second) projection p1

(resp. p2) is equal to ui (resp. vi). So

u∗i (sα(i)) = h∗p∗1(sα(i)) = h∗p∗2(sβ(i)) = v∗i (sβ(i))

(where p∗1(sα(i)) = p∗2(sβ(i)) because s is in Ȟ0(Y ,F )).

(ii). Let X = (Xi → X)i∈I and X ′ = (X ′j → X)j∈J be two covering families of X .
We claim that the family X ′′ = (Xi ×X X ′j → X)(i,j)∈I×J is covering and that it
has morphisms to both X and X ′. Indeed, by (CF1), for every i ∈ I , the family
(Xi ×X X ′j → Xi)j∈J is a covering family of Xi. Then (CF2) implies that X ′′ is a cover-
ing family of X . Moreover, we have a morphism X ′′ → X given by the first projection
I × J → I and by the first projections Xi ×X X ′j → Xi. We have a similar morphism
X ′′ →X ′.

Remark III.2.2.8. As (I 0
X)op is a filtrant category, the set F +(X) is the set of families

(si)i∈I ∈ Ȟ0((Xi)i∈I ,F ), for (Xi)i∈I a covering family of X , modulo the following equivalence
relation : if X1 and X2 are covering families of X and s1 ∈ Ȟ0(X1,F ), s2 ∈ Ȟ0(X2,F ), then
s1 and s2 are equivalent if and only if there exists a covering family X of X and morphisms
u1 : X →X1, u2 : X →X2 (over idX) such that u∗1(s1) = u∗2(s2) in Ȟ0(X , F ).

Remark III.2.2.9. Suppose that F is a presheaf of left R-modules on C . As the forgetful functor
RMod → Set commutes with filtrant colimits, we can form the presheaf X 7−→ Ȟ0(X,F ) by
taking the colimits in the category RMod, and we will get the same result (up to unique isomor-
phism). Same remark for right R-modules. So F + is also a presheaf of R-modules, and in fact
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F 7−→ F + defines an endofunctor PSh(C , R). Note also that the morphism ι0(F ) : F → F +

is a morphism of presheaves of R-modules, because it is defined using restriction maps for F ,
which are R-linear.

Proposition III.2.2.10. Let F be a presheaf on C .

(i). The presheaf F + is separated.

(ii). If F is a separated presheaf, then ι0(F ) : F → F + is injective.

(iii). If F is a separated presheaf, then F + is a sheaf.

(iv). The presheaf F ++ is a sheaf.

(v). If F is a sheaf, then the morphism ι0(F ) : F → F + is an isomorphism.

(vi). If G is a sheaf and u : F → G is a morphism of presheaves, then there exists a unique
morphism of presheaves u′ : F ++ → G such that u = u′ ◦ ι0(F +) ◦ ι0(F ) :

F u //

��

G

F ++

u′

<<

If moreover F is a presheaf of R-modules and G is a sheaf of R-modules, then u is a
morphism of presheaves of R-modules if and only if u′ is.

In particular, the functor F 7−→ F ++ can be seen as a functor from the category of
presheaves to the category of sheaves; this is called the sheafification functor and denote by
F 7−→ F sh. If we see F 7−→ F sh as an endofunctor PSh(C ), we have a morphism of functors
ι : idPSh(C ) → (·)sh given by ι(F ) = ι0(F +) ◦ ι0(F ). If F is a presheaf of R-modules, then
ι(F ) is clearly a morphism of presheaves of R-modules (see Remark III.2.2.9).

Proof. (i). Let X be an object of C and X = (fi : Xi → X)i∈I be a covering family.
Let s, t ∈ F +(X) such that f ∗i (s) = f ∗i (t) for every i ∈ I . We choose a cover-
ing family Y = (gj : Yj → X)j∈J and elements (sj)j∈J , (tj)j∈J of Ȟ0(Y ,F ) rep-
resenting s and t. By Lemma III.2.2.7(ii), we may assume that there is a morphism
u = (α, (uj)) : Y →X in IX . Let j ∈ J . Then we have uj : Yj → Xα(j), and so the fact
that f ∗i (s) = f ∗i (t) in F +(Xi) implies that sj and tj define the same element of F +(Yj);
by Remark III.2.2.8, this means that there exists a covering family (hjk : Zjk → Yj)k∈Kj
such that h∗jkg

∗
j (s) = h∗jkg

∗
j (t) in in F (Zjk) for every k ∈ Jj . Consider the covering family

Z = (gj ◦ hjk : Zjk → X)j∈J,k∈Jk (this is covering by (CF2)). Then we have a morphism
v : Z → Y (given by the hjk), and the images of the families (sj) and (tj) in Ȟ0(Z , F )
are equal, so (sj) and (tj) define the same element of F +(X).

(ii). This follows immediately from Remarks III.2.2.5 and III.2.2.8.

91



III Sheaves

(iii). Let X be an object of X , X = (fi : Xi → X)i∈I be a covering family
and (si) ∈

∏
i∈I F +(Xi) such that p∗i,ij(si) = p∗j,ij(sj) for all i, j ∈ I , where

pi,ij : Xi ×X Xj → Xi and pj,ij : Xi ×X Xj → Xj are the projections. For every
i ∈ I , choose a covering family Xi = (gij : Xij → Xi)j∈Ji and an element (sij)j∈Ij of
Ȟ0(Xi,F ) representing si. Let Y = (fi ◦ gij : Xij)i∈I,j∈Ji; this is a covering family by
(CF2). We claim that the family (sij)i∈I,j∈Ji is an element of Ȟ0(Y ,F ). Let i, i′ ∈ I ,
j ∈ Ji and j′ ∈ Ji′; we need to show that q∗1(sij) = q∗2(si′j′′) in F (Xij ×X Xi′j′), where
q1 : Xij ×X Xi′j′ → Xij and q2 : Xij ×X Xi′j′ → Xi′j′ are the two projections. We
know that p∗i,ii′(si) = p∗i′,ii′(si′) in F +(Xi ×X Xi′); as the morphism Xij ×X Xi′j′ → X
factors through Xi ×X Xi′ → X (take the morphism Xij ×X Xi′j′ → Xi ×X Xi′ in-
duced by (gij, gi′j′)), this implies that q∗1(sij) and q∗2(si′j′′) define the same element of
F +(Xij ×X Xi′j′), and, by (ii), we get that they are equal in F (Xij ×X Xi′j′).

Now let s′ be the element of F +(X) defined by the family (sij)i∈I,j∈Ji ∈ Ȟ0(Y , F ).
It remains to show that f ∗i (s′) = si in F +(Xi) for every i ∈ I . Let i ∈ I . Then
f ∗i (si) ∈ F +(Xi) is represented by the family (sij)j∈Ji ∈ Ȟ0(Xi,F ), so it is equal to
si.

(iv). This follows immediately from (i) and (iii).

(v). This follows immediately from Remark III.2.2.5.

(vi). We have a commutative square

F //

u
��

F ++

u++

��

G // G ++

where the horizontal morphisms are given by two applications of ι0. By (v), the morphism
G → G ++ is an isomorphism, so we get the desired u′ : F ++ → G by composing
the inverse of this isomorphism and u++. As ι0(H ) is a morphism of presheaves of
R-modules for every presheaf of R-modules H , and as H 7−→ H + also induces an
endofunctor of PSh(C , R), we see that u′ is a morphism of presheaves of R-modules if u
is.

Suppose that we have another morphism of sheaves u′′ : F ++ → G such that
u = u′′ ◦ ι0(F +) ◦ ι0(F ). Let X be an object of C , let s ∈ F ++(X). We want to
show that u′(s) = u′′(s). By Remark III.2.2.8 (applied twice), we can find a covering
family (fi : Xi → X)i∈I and sections si ∈ F (Xi) such that f ∗i (s) is equal to the image of
si in F ++(Xi) for every i ∈ I . By the condition on u′ and u′′, we have, for every i ∈ I ,
f ∗i (u′(s)) = u(si) = f ∗i (u′′(s)). As G is a sheaf, this implies that u′(s) = u′′(s). The same
kind of proof shows that, if F is a presheaf of R-modules, G is a sheaf of R-modules and
u′ : F ++ → G is a morphism of presheaves of R-modules, then u : F → G also respects
the R-module structures on sections.
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Corollary III.2.2.11. The functor F 7−→ F sh from PSh(C ) to Sh(C ) is right adjoint to the
inclusion Sh(C )→ PSh(C ).

We have a similar result for presheaves of R-modules : the functor F 7−→ F sh from
PSh(C , R) to Sh(C , R) is right adjoint to the inclusion Sh(C , R)→ PSh(C , R).

Proof. Let F be a presheaf on C and G be a sheaf on C . We have a map
HomSh(C )(F

sh,G ) → HomPSh(C )(F ,G ) sending a morphism of sheaves f : F sh → G to
f ◦ ι(F ) : F → G . This clearly defines a morphism of functors (from PSh(C )op × Sh(C ) to
Set), and point (vi) of Proposition III.2.2.10 says that it is an isomorphism.

The second sentence follows from the last part of Proposition III.2.2.10(vi).

Example III.2.2.12. If C is any category and S is a set, the constant presheaf on C with value
S is the functor C op → Set sending any object to S and any morphism to idS . If (C ,T ) is a
site, the constant sheaf on CT with value S, often denoted by SCT

or just S, is the sheafification
of the constant presheaf on C with value S.

Corollary III.2.2.13. The category Sh(C ) has all U -small limits and colimits, the inclu-
sion functor Sh(C ) → PSh(C ) commutes with U -small limits, and the sheafification functor
PSh(C )→ Sh(C ) commutes with all U -small colimits and with finite limits.

We have similar results for presheaves and sheaves of R-modules.

Moreover, the forgetful functors PSh(C , R) → PSh(C ) and Sh(C , R) → Sh(C ) commute
with limits and with filtrant colimits.

Proof. We prove the existence of limits and colimits (and the commutation properties of the in-
clusion and sheafification functors) for presheaves and sheaves of sets. The proofs for presheaves
and sheaves of R-modules are similar.

If F is a presheaf, then F is a sheaf if and only if, for every objectX of C and every covering
family X of X , the canonical morphism F (X)→ Ȟ0(X ,F ) is an isomorphism. The functor
F 7−→ Ȟ0(X ,F ) is constructed from functors that commute with limits (taken sections of F
on objects of C , products, kernels), so it commutes with limits.

This shows that, if we have a functor α : I → Sh(C ), with I a U -small category, then its
limit in the category of presheaves (that is, the limit of its composition with the inclusion functor
Sh(C ) → PSh(C )) is a sheaf. So limits exist in Sh(C ), and the inclusion Sh(C ) → PSh(C )
commutes with limits.

Now let α be a functor from I to PSh(C ), and let F = lim−→α. Then we have an isomorphism
of functors Sh(C )→ Set:

HomSh(C )(F
sh, ·) ' HomPSh(C )(F , ·) ' lim←−

i∈Ob(I )

HomPSh(C )(α(i), ·) = lim←−
i∈Ob(I )

HomSh(C )(α(i)sh, ·).
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If each α(i) is a sheaf, that is, if α is actually a functor from I to Sh(C ), this shows that F sh

is the colimit of this functor in (Sh(C )). In general, it shows that (.)sh commutes with colimits
(which would also follow from the fact that (.)sh is a left adjoint and Proposition I.5.4.3, once we
know that colimits exist in Sh(C )).

We show that the sheafification functor commutes with finite limits. In fact, the functor
F 7−→ F + commutes with finite limits. Indeed, thanks to the way limits are calculate in
PSh(C ) and Sh(C ), it suffices to show that, for every X ∈ Ob(C ), the functor PSh(C )→ Set,
F 7−→ Ȟ0(X,F ) commutes with finite limits. We know that F 7−→ Ȟ0(X ,F ) commutes
with U -small limits for every covering family X of X , and Ȟ0(X, ·) is a filtrant colimit of
these functors, so the result follows from the fact that filtrant colimits commute with finite limits
(Proposition I.5.6.4).

The fact that the forgetful functor PSh(C , R) → PSh(C ) commutes with U -small limits
and U -small filtrant colimits follows from the way these limits and colimits are calculated
in categories of presheaves (Proposition I.5.3.1) and from the fact that the forgetful functor
RMod→ Set commutes with U -small limits and U -small filtrant colimits (Subsection I.5.5.1
and Corollary I.5.6.3). This implies immediately that the forgetful functor Sh(C , R) → Sh(C )
commutes with U -small limits, and we get the commutation with U -small filtrant colimits in
the same way, thanks to Remark III.2.2.9.

Corollary III.2.2.14. The category Sh(C , R) is abelian, the inclusion functor
Sh(C , R) → PSh(C , R) is left exact, and the sheafification functor PSh(C , R) → Sh(C ) is
exact.

Proof. Everything follows immediately from Corollary III.2.2.13 except for the fact that the
canonical morphism Coim(f) → Im(f) is an isomorphism for every morphism f of Sh(C , R).
Let f : F → G be a morphism of Sh(C , R), and let f0 be f , seen as a morphism in PSh(C , R).
We have Ker(f) = Ker(f0), so Coim(f) = Coker(Ker(f) → F ) = Coim(f0)sh. Similar,
Coker(f) = Coker(f0)sh, so

Im(f) = Ker(G → Coker(f0)sh) = Ker(G sh → Coker(f0)sh) = Im(f0)sh,

by the exactness of the sheafification functor. Let u0 : Coim(f0) → Im(f0) be the canonical
morphism. Then u = ush

0 : Coim(f)→ Im(f) makes the following diagram commute:

F
f

//

��

G

��

Coim(f0)
u0 //

ι(Coim(f0))

��

Im(f0)

ι(Im(f0))

��

Coim(f) u // Im(f)
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so it is equal to the canonical morphism Coim(f) → Im(f). But u0 is an isomorphism because
PSh(C , R) is an abelian category, so u is also an isomorphism.

Corollary III.2.2.15. Suppose that C is a U -small category (and not just a U -category).5 The
categories PSh(C , R) and Sh(C , R) are Grothendieck abelian categories.

Proof. By the assumption on C , the categories PSh(C , R) and Sh(C , R) are U -categories.
We already know that they have all U -small colimits, and that U -small filtrant colimits are
exact in PSh(C , R) (because of Proposition I.5.3.1 and Corollary I.5.6.5). Also, all colimits are
right exact in Sh(C , R) (because colimits commutes with colimits, see Subsection I.5.4.1), so it
suffices to show that filtrant colimits are left exact in Sh(C , R); but they are obtained by applying
the forgetful functor Sh(C , R) → PSh(C , R), which is left exact, taking the filtrant colimits
in PSh(C , R), which we have just seen is an exact operation, and applying the sheafification
functor, which is exact.

To finish the proof, we need to give generators of PSh(C , R) and Sh(C , R). Let
Q =

⊕
X∈Ob(C ) R

(X), where R(X) is the presheaf sending Y ∈ Ob(C ) to the free R-module
on HomC (Y,X). We saw in Example II.3.1.2(4) that Q is a projective generator of PSh(C , R),
because, for every presheaf of R-modules F of C , we have a canonical isomorphism

HomPSh(C ,R)(Q,F ) '
∏

X∈Ob(C )

F (X).

So, if F is a sheaf of R-modules, we have a canonical isomorphism

HomSh(C ,R)(Q
sh,F ) '

∏
X∈Ob(C )

F (X).

This shows that the functor HomSh(C ,R)(Q
sh, ·) is conservative, so Qsh is a generator of

Sh(C , R). 6

III.3 The Freyd-Mitchell embedding theorem

In this section, we put a lot of previous results together to prove the following theorem, know as
the Freyd-Mitchell embedding theorem.

Theorem III.3.1. Let U be a universe and A be a U -small abelian category. Then there exists a
ring R whose underlying set is an element of U and a fully faithul exact functor A → RModU .

5We can always make this true by replacing U with a bigger universe.
6But it is not projective in general, because the functors Sh(C , R)→ RMod, F 7−→ F (X) are not exact.
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Proof. Let B = Sh(Acan,AbU ) be the category of sheaves of abelian groups on A equipped
with its canonical topology (see problem A.3.6). We know by question (c) of problem A.3.1 that
the Yoneda functor A 7−→ HomA (·, A) factors through B, the Yoneda lemma (Theorem I.3.2.2)
says that this functor is fully faithul, and we know by problem A.4.3 that this functor is exact.
So we get an exact and fully faithful functor h : A → B.

Next, Corollary III.2.2.15 implies that B is a Grothendieck abelian category, so it has an
injective cogenerator by Corollary II.3.2.8. We also know that B has all U -small limits by
Corollary III.2.2.13. So the opposite category Bop (which is also abelian) has all U -small limits
and a projective generator. By problem A.4.4(d) and the fact that h(A ) is U -small, there exists a
fully faithful exact functor h(A )op →ModS = SopMod, where S is the ring of endomorphisms
of an object of Bop; in particular, the underlying set of S is an element of U . So we get a fully
faithful exact functor A op → RMod, where R = Sop.

Applying this construction to the U -small abelian category A op, we get the desired result.
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IV.1 Complexes in additive categories

IV.1.1 Definitions

Let C be an additive category. (For many of the definitions, we only need C to be preadditive.)

Definition IV.1.1.1. A a functor from Z to C is also called a differential object in C . We usually
denote it by (X•, d•X), where Xn ∈ Ob(C ) is the image of n ∈ Z and dnX : Xn → Xn+1

is the image of the unique morphism n → n + 1 of Z. (We can deduce the images of all the
other morphisms from this information.) The morphisms dnX are called the differentials of the
differential object; sometimes we just write X• if the differential are clear from the context.

A differential object (X•, d•X) is called a complex (or cohomological complex, or cochain
complex) of objects of C if dn+1

X ◦ dnX = 0 for every n ∈ Z.

The category Func(Z,C ) is additive, and complexes form a full additive subcategory of
Func(Z,C ), that we denote by C(C ).
Remark IV.1.1.2. Homological complexes (or chain complexes) of objects of C are defined sim-
ilarly, using contravariant functors Z→ C . As Z ' Zop, we get an isomorphic category, and the
choice between cohomological and homological complex is mostly a matter of taste and habit.
We will stick to cohomological complexes in these notes and just call them complexes.

If X : Z2 → C is a functor, we can similarly write X as a triple (Xn,m, dn,m1,X , d
n,m
2,X )n,m∈Z,

where Xn,m = X((n,m)) is an object of C and dn,m1,X : Xn,m → Xn+1,m, dn,m2,X : Xn,m+1 are
morphisms such that, for all n,m ∈ Z, the following diagram commutes:

Xn,m
dn,m1,X

//

dn,m2,X

��

Xn+1,m

dn,m+1
2,X
��

Xn,m+1

dn+1,m
1,X

// Xn+1,m+1

Definition IV.1.1.3. We say that a functor (Xn,m, dn,m1,X , d
n,m
2,X )n,m∈Z from Z2 to C is a double

complex if, for all n,m ∈ Z, we have dn,m+1
2,X ◦ dn,m2,X = 0 and dn+1,m

1,X ◦ dn,m1,X = 0.

Double complexes form a full additive subcategory of Func(Z2,C ), that we denote by C2(C ).
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We have two isomorphisms of categories FI , FII : C2(C ) → C(C(C )) that send a double
complex X to the complex whose objects are the rows (resp. the columns) of X .

Definition IV.1.1.4. We say that a complex (X•, d•X) is bounded above (resp. bounded below,
resp. bounded) if Xn = 0 for n >> 0 (resp. n << 0, resp. |n| >> 0).

We denote by C+(C ) (resp. C−(C ), resp. Cb(C )) the full additive subcategory of C(C ) whose
objects are bounded below complexes (resp. bounded above complexes, resp. bounded com-
plexes).

More generally, we say that a complex X is concentrated in degrees betwen a and b if Xn = 0
for n 6∈ [a, b], and we denote by C[a,b](C ) the full subcategory of these complexes. We also write
C≥a(C ) and C≤b(C ) for C[a,+∞](C ) and C[−∞,b](C ).

Remark IV.1.1.5. There is a fully faithful additive functor C → C(C ) sending A ∈ Ob(C ) to
the complex (X•, d•X) defined by X0 = A, Xn = 0 for n 6= 0 and dnX = 0 for every n ∈ Z. We
often use this to identity C to a full subcategory of C(C ) (that we call the category of complexes
concentrated in degree 0).

We define two basic operations on complexes: the shift and the mapping cone.

Definition IV.1.1.6. Let X = (X•, d•X) be a complex and n ∈ Z. We define a complex X[n] by
:

- (X[n])k = Xn+k;

- dkX[n] = (−1)ndkX[n].

If f : X → Y is a morphism of complexes, we define f [n] : X[n] → Y [n] by
(f [n])k = fn+k : (X[n])k = Xn+k → (Y [n])k = Y n+k.

We get an endofunctor X 7−→ X[n] of the category C(C ), which is an automorphism with in-
verseX 7−→ X[−n]. Note that this functor preserves the subcategories C∗(C ), for ∗ ∈ {+,−, b}.

Definition IV.1.1.7. Let f : X → Y be a morphism of C(C ). The mapping cone of f is the
differential object Mc(f) defined by :

- Mcn(f) = (X[1])n ⊕ Y n = Xn+1 ⊕ Y n;

- dnMc(f) =

(
dnX[1] 0

fn+1 dnY

)
=

(
−dn+1

X 0
fn+1 dnY

)
.

It is easy to check that Mc(f) is actually a complex. We have two morphisms

α(f) : Y → Mc(f) and β(f) : Mc(f) → X[1] defined by α(f)n =

(
0

idY n

)
and

β(f)n =
(
idXn+1 0

)
.
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Note that β(f) ◦ α(f) = 0, and that all the constructions of the definition are functorial in f ;
that is, if we have a commutative diagram

X1
f1
//

g

��

Y1

h
��

X2 f2

// Y2

in C(C ), then we get a morphism Mc(g, h) : Mc(f1) → Mc(f2), given by

Mc(g, h)n =

(
gn+1 0

0 hn

)
(or, in other words, Mc(g, h) =

(
g[1] 0
0 h

)
), such that the following

diagram commutes:

Y1
α(f1)

//

h

��

Mc(f1)

Mc(g,h)

��

β(f1)
// X1[1]

g[1]

��

Y2
α(f2)

//Mc(f2)
β(f2)

// X2[1]

Remark IV.1.1.8. Although Mc(f)n = X[1]n ⊕ Y n for every n ∈ Z, we don’t have
Mc(f) ' X[1] ⊕ Y in C(C ) in general. For example, if f = idX , then Mc(f) is homotopic
to 0, and X ⊕X[1] might not be (just take X nonzero and concentrated in degre 0).

Remark IV.1.1.9. If X and Y are in C∗(C ) (with ∗ ∈ {+,−, b}), then the mapping cone of any
morphism X → Y is also in C∗(C ).

IV.1.2 Homotopy

Definition IV.1.2.1. (i). Two morphisms f, g : X → Y in C(C ) are called homotopic if there
exist morphism sn : Xn → Y n−1, for every n ∈ Z, such that

fn − gn = sn+1 ◦ dnX + dn−1
Y ◦ sn.

The maps sn are shown on the following non-commutative diagram:

Xn−1
dn−1
X // Xn

dnX //

sn

{{
fn−gn
��

Xn+1

sn+1
{{

Y n−1

dn−1
Y

// Y n
dnY

// Y n+1

The family (sn) is called a homotopy between f and g.

(ii). A complex X ∈ Ob(C(C )) is called homotopic to 0 if idX is homotopic to 0.

(iii). We say that a morphism f : X → Y in C(C ) is a homotopy equivalence if there exists
g : Y → X such that g ◦ f is homotopic to idX and f ◦ g is homotopic to idY .
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Example IV.1.2.2. If A is an abelian category and 0 → A → B → C → 0 is a short exact
sequence of objects of A seen as a complex (for example with A in degree 0, it doesn’t matter),
then this complex is homotopic to 0 if and only if the short exact sequence is split. Indeed, the
existence of the homotopy is exactly condition (d) of Proposition II.2.1.11.

Definition IV.1.2.3. For allX, Y ∈ C(C ). We denote byHt(X, Y ) the set of morphismsX → Y
that are homotopic to 0.

The following lemma follows immediately from the definition.

Lemma IV.1.2.4. (i). For all X, Y ∈ Ob(C(C )), the set Ht(X, Y ) is a subgroup of
HomC(C )(X, Y ).

(ii). Let f : X ′ → X and g : Y → Y ′ be morphisms in C(C ). If u : X → Y is homotopic
to 0, so are u ◦ f and g ◦ u. More precisely, if (sn) is a homotopy between u and 0, then
(sn ◦ fn) (resp. (gn ◦ sn)) is a homotopy between u ◦ f (resp. g ◦ u) and 0.

IV.1.3 Quotient of preadditive categories

The construction in this subsection is a generalization of the construction of the quotient of a ring
by a two-sided ideal.

Let D be a preadditive category.

Definition IV.1.3.1. An ideal I in D is the data, for all objects A,B ∈ Ob(D), of a subgroup
IA,B of HomD(A,B), such that the following condition hold : for all morphisms f : A′ → A
and g : B → B′ in D and for every u ∈ IA,B, we have u ◦ f ∈ IA′,B and g ◦ u ∈ IA,B′ .

The quotient of D by the ideal I is the preadditive category D/I given by :

- Ob(D/I ) = Ob(D);

- for all A,B ∈ Ob(D), HomD/I (A,B) = HomD(A,B)/IA,B;

- the composition law is induced by that of D .

The functor D → D/I that is the identity on objects and the quotient map on morphisms is
called the canonical quotient functor. It is an additive functor.

The condition in the definition of an ideal is exactly what we needed to ensure that the com-
position law of D would go to the quotient and define a bilinear composition law in D/I .

The quotient category has the following obvious universal property: for every additive functor
F : D → D ′ into another preadditive category, if F (f) = 0 for every f ∈ IA,B, then there exists
a unique functor F : D/I → D ′ such that F = F ◦ q, where q is the canonical quotient functor;
this functor F is automatically additive.
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Lemma IV.1.3.2. If D is an additive category, then its quotient by an ideal is also an additive
category.

Proof. This follows easily from Proposition II.1.1.6. Indeed, if A1, . . . , An are objects of D ,
then their product satisfy condition (iii) of that proposition, and then the image of this product in
the quotient category also satisfies condition (iii).

IV.1.4 The homotopy category

We come back to complexes. Let C be an additive category.

Definition IV.1.4.1. Let ∗ ∈ {∅,+,−, b}. Then the subsets Ht(X, Y ) define an ideal in C∗(C )
by Lemma IV.1.2.4. We denote the quotient category byK∗(C ) and call it the homotopy category
of C∗(C ). It is an additive category.

If ∗ ∈ {+,−, b}, we have an obvious functor K∗(C )→ K(C ), which is fully faithful.
Remark IV.1.4.2. Composing the fully faithful functor additive C → C(C ) of Remark IV.1.1.5
with the quotient functor C(C )→ K(C ), we get a fully faithful additive functor C → K(C ).
Remark IV.1.4.3. A complex X in C(C ) is homotopic to 0 if and only if its image in K(C ) is
isomorphic to 0, and a morphism of C(C ) is a homotopy equivalence if and only if its image in
K(C ) is an isomorphism.
Remark IV.1.4.4. The shift endofunctors [p] of C(C ) (for p ∈ Z) defines an endofunctor of
K(C ), that we will still denote by [p].
Remark IV.1.4.5. Let F : C → C ′ be an additive functor. It induces an additive functor
C(C ) → C(C ′) that we will denote by F . If f, g : X → Y are homotopic morphisms in
C(C ), then F (f) and F (g) are homotopic morphisms in C(C ′) (indeed, if (sn) is a homotopy
between f and g, then (F (sn)) is a homotopy betweem F (f) and F (g)). So we get a functor
K(F ) : K(C )→ K(C ′).

IV.1.5 The case of abelian categories

Let A be an abelian category. Then the category Func(Z,A ) of differential objects of A is an
abelian subcategory, and so are its full subcategories C(A ), C+(A ), C−(A ) and Cb(A ) (because
they are stable by kernels and cokernels in Func(Z,A )).

Cohomology

Definition IV.1.5.1. Let n ∈ Z. We define additive functors Zn, BnHn : C(A ) → A in the
following way:
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(1) If X is a complex of objects of A , we set

Zn(X) = Ker(dnX) ⊂ Xn,

Bn(X) = Im(dn−1
X ) ⊂ Zn(X),

Hn(X) = Zn(X)/Bn(X).

(2) If f : X → Y is a morphism of complexes, then fn+1 ◦ dnX = dnY ◦ fn, so fn in-
duces a morphism from Zn(X) to Zn(Y ), and we take Zn(f) to be this morphism. Also,
fn ◦ dn−1

X = dn−1
Y ◦ fn−1, so fn(Im(dn−1

X )) ⊂ Im(dn−1
Y ), and we take Bn(f) to be the

morphism induced by fn. Finally, we take Hn(f) to be the morphism Hn(X) → Hn(Y )
induced by Zn(f).

The object Hn(X) is called the nth cohomology object of the complex X .

Remark IV.1.5.2. If p ∈ Z, we have Zn(X[p]) = Zn+p(X), Bn(X[p]) = Bn+p(X) and
Hn(X[p]) = Hn+p(X).

Proposition IV.1.5.3. Let f, g : X → Y be two morphisms in C(A ). If f and g are homotopic,
then Hn(f) = Hn(g) for every n ∈ Z.

In other words, the functor Hn : C(A ) → A factor through functors K(A ) → A , that we
will still denote by Hn.

Proof. Let (sn)n∈Z be an homotopy between f and g. Let n ∈ Z. We have
fn−gn = sn+1 ◦dnX +dn−1

Y ◦sn, so the restriction of fn−gn to Zn(X) is equal to the restriction
of dn−1

Y ◦ sn. As the composition of the morphism Zn(X)→ Zn(Y ) induced by dn−1
Y ◦ sn with

the quotient morphism Zn(Y )→ Hn(Y ) is zero, we get that Hn(f) = Hn(g).

Definition IV.1.5.4. Let f : X → Y be a morphism of C(A ). We say that f is a quasi-
isomorphism (qis for short) if Hn(f) is an isomorphism for every n ∈ Z.

If there exists a third complex Z and quasi-isomorphisms Z → X and Z → Y , we say that X
and Y are quasi-isomorphic.1

Remark IV.1.5.5. A complexX is quasi-isomorphic to 0 if and onlyHn(X) = 0 for every n ∈ Z;
if this holds, we say that the complex X is exact or acyclic. This generalizes Definition II.2.1.8.

Note that a complex that is homotopic to 0 is quasi-isomorphic to 0, but that the converse is
not true. For example, if X is the complex 0 → A → B → C → 0 (concentrated in degrees
0, 1, 2), then X is quasi-isomorphic to 0 if and only if it is an exact sequence, and homotopic to
0 if and only if this exact sequence is split.

1We will see later (add reference) why we are taking this slightly strange definition.
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In fact, the property for complexes of being homotopic to 0 is preserved if we apply an additive
functor, but not the property of being quasi-isomorphic to 0. This is a generalization of Remark
II.2.1.14, and is the reason we have derived functors.

Remark IV.1.5.6. If X and Y are quasi-isomorphic complexes, then Hn(X) ' Hn(Y ) for every
n ∈ Z. The converse is absolutely not true. 2

IV.1.6 Total complex of a double complex

Let C be an additive category.

Definition IV.1.6.1. Let X = (Xn,m, dn,mX,1 , d
n,m
2,X )n,m∈Z be a double complex of objects of C (see

Definition IV.1.1.3). We suppose that all (small) coproducts exist in C or that, for every n ∈ Z,
the set of p ∈ Z such that Xp,n−p 6= 0 is finite.

The total complex of X is the complex Tot(X) such that, for every n ∈ Z:

(a) Tot(X)n =
⊕

p∈ZX
p,n−p;

(b) dnTot(X) is equal on the component Xp,n−p to dp,n−p1,X + (−1)pdp,n−p2,X .

For every n ∈ Z, the morphism dn+1
Tot(X)◦dnTot(X) on the componentXp,n−p of Tot(X)n is equal

to:

dn+1
Tot(X) ◦ (dp,n−p1,X + (−1)pdp,n−p2,X )

= dp+1,n−p
1,X ◦ dp,n−p1,X + (−1)p+1dp+1,n−p

2,X ◦ dp,n−p1 + (−1)2pdp,n−p+1
2,X ◦ dp,n−p2,X + (−1)pdp,n−p+1

1,X ◦ dp,n−p2,X

= (−1)p(−dp+1,n−p
2,X ◦ dp,n−p1,X + dp,n−p+1

1 ◦ dp,n−p2,X )

= 0.

This shows that Tot(X) is a complex.

Remark IV.1.6.2. Suppose that F : C ×C ′ → D is an additive bifunctor. Then F defines a func-
tor F : C(C ) × C(C ′) → C2(D) in the following way: if X ∈ Ob(C(C )) and Y ∈ Ob(C(D)),
then F (X, Y )n,m = F (Xn, Y m), dn,m1,F (X,Y ) = F (dnX , idY n) and dn,m2,F (X,Y ) = F (idXn , dnY ).

Example IV.1.6.3. (1) Take C = ModR, C ′ = RMod and F = (·) ⊗ (·) : C × C ′ → Ab.
If X and Y are objects of C(ModR) and C(RMod) respectively, we write X ⊗ Y for the
double complex F (X, Y ).

(2) Let F = HomC (·, ·) : C op×C → Ab, where we see the factor C as the first variable. We
denote by Hom•,•C the resulting functor from C(C op)× C(C ) to C2(C ).

A complex of objects of C op is a family (Xn)n∈Z of objects of C together with morphisms
dnX : Xn+1 → Xn such that dn−1

X ◦ dnX = 0 for every n ∈ Z. We get a complex Y of

2See problem set 5 or 6.
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objects of C by setting Y n = X−n and dnY = (−1)nd−n−1
X . This defines an isomorphism

of categories C(C op)
∼→ C(C ), so we can see Hom•,•C as a functor from C(C ) × C(C ) to

C2(C ).

With this convention (and with the convention about the covariant variable being the first
one), for all X, Y ∈ Ob(C(C )), we have

Hom•,•C (X, Y )n,m = HomC (X−m, Y n),

the first differential is dn,m1 = HomC (idX−m , d
n
Y ), and the second differential is

dn,m2 = HomC ((−1)md−m−1
X , idY n).

Definition IV.1.6.4. If X ∈ Ob(C+(C )) and Y ∈ Ob(C−(C )), we set

HomC(C )(X, Y ) = Tot(Hom•,•C (X, Y )).

The total complex exists because, if n ∈ Z, then Xp = 0 for p >> 0 and Y n+p = 0 for
p << 0, so HomC (Xp, Y n+p) is nonzero for only a finite number of p ∈ Z.

By definition of the total complex (and using the convention of Example IV.1.6.3(2)), we have

HomC(C )(X, Y )n =
⊕
p∈Z

HomC (Xp, Y n+p),

and the differential dn : HomC(C )(X, Y )n → HomC(C )(X, Y )n+1 sends
f =

∑
p∈Z f

p ∈
⊕

p∈Z HomC (Xp, Y n+p) to
∑

p∈Z g
p ∈

⊕
p∈Z HomC (Xp, Y n+1+p), with

gp = dn+p
Y ◦ fp + (−1)n+1fp+1 ◦ dpX .

Proposition IV.1.6.5. If X ∈ Ob(C+(C )) and Y ∈ Ob(C−(C )), we have

Z0(HomC(C )(X, Y )) = HomC(C )(X, Y ),

B0(HomC(C )(X, Y )) = Ht(X, Y )

and
H0(HomC(C )(X, Y )) = HomK(C )(X, Y ).

Proof. We have HomC(C )(X, Y )0 =
⊕

n∈Z HomC (Xn, Y n). AsXn = 0 for n << 0 and Y n = 0
for n >> 0, a morphism f : X → Y must have fn = 0 for |n| >> 0, so we have a natural
inclusion HomC(C )(X, Y ) ⊂ HomC(C )(X, Y )0. If f =

∑
n∈Z f

n ∈ HomC(C )(X, Y )n, then d0(f)
is the element

∑
n∈Z g

n ∈
⊕

n∈Z HomC (Xn, Y n+1) given by gn = dnY ◦ fn − fn+1 ◦ dnX . So
d0(f) = 0 if and only if dnY ◦ fn = fn+1 ◦ dnX for every n ∈ Z, that is, if and only if f is a
morphism of complexes.

Let
∑

n∈Z s
n ∈

⊕
n∈Z HomC (Xn, Y n−1) = HomC(C )(X, Y )−1. Then d−1(sn) =

∑
n∈Z g

n,
with gn = dnY ◦ sn + sn+1 ◦ dnX : Xn → Y n. So f is in the image of d−1 if and only if it is
homotopic to 0.

The last statement follows immediately from the definition of the homotopy category.
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IV.2 Diagram chasing lemmas

We fix an abelian category A .

IV.2.1 The salamander lemma

The main reference for the material in this subsection is Bergman’s article [2]. Anton
Geraschenko’s exposition in [3] is also a good source.

Consider a double complex in A . We concentrate on what happens around one of the ob-
jects of this double complex and give names to this object and the morphisms having it as a
source or target (the diagonal morphisms are by definition the composition of both sides of the
corresponding squares, which are equal):

•
e

��

•
c
��

• a // A b //

f

��

d

��

•

• •

We set:

• =A = Ker b/ Im a (the horizontal cohomology);

• A‖ = Ker d/ Im c (the vertical cohomology);

• A� = Ker f/(Im a+ Im c) (the donor);

• �A = (Ker b ∩Ker d)/ Im e (the receptor).

Lemma IV.2.1.1. We have four canonical morphisms induced by idA, called intramural mor-
phisms and forming a commutative square

�A //

��

A‖

��

=A // A�

If B is the target of the morphism b or d, we also have a canonical morphism, called an
extramural morphism, from A� to �B.

All these morphisms are natural in the double complex.

Proof. The naturality will be clear on the construction (all the morphisms are induced from
identity morphisms or from a differntial of the complex).
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The first intramural morphism is induced by the inclusion Ker b ∩ Ker d ⊂ Ker d (and the
fact that Im e ⊂ Im c), the second from the inclusion Ker d ⊂ Ker f , the third from the inclu-
sion Ker b ∩ Ker d ⊂ Ker d (and the fact that Im e ⊂ Im a) and the fourth from the inclusion
Ker b ⊂ Ker f .

For the extramural morphism, we treat the case where B is the target of b (the other case is
similar). We give names to a few more morphisms:

•
e

��

•
c
��

w

  

• a // A
b //

f

  

d

��

B
u //

v

��

•

• •

We have A� = Ker f/(Im a + Im c) and �B = (Keru ∩ Ker v)/ Imw. We have
b(Ker f) ⊂ Keru because u ◦ b = 0, and b(Ker f) ⊂ Ker v because f = v ◦ b. Also,
b(Im a+ Im c) = Im(b ◦ a) + Im(b ◦ c) = Im(b ◦ c) = Im(w) (because b ◦ a = 0 and b ◦ c = w).
So b induces a morphism (�A)→ �B.

Remark IV.2.1.2. Suppose that the double complex locally looks like:

•
e

��

g

��

h // •
c
��

• a // A b //

f

��

d

��

•
u

��
• v

// •

If d and u are injective, then A‖ = �A = 0 and =A → A� is an isomorphism, because
Ker f = Ker b and Im a + Im c = Im a (as Im c ⊂ Ker d = 0) If b and v are injective, then
=A = �A = 0 andA‖ → A� is an isomorphism, because Ker f = Ker d and Im a+Im c = Im c
(as Im a ⊂ Ker b = 0).

Dually: If c and g are surjective, then A‖ = A� = A and =A → �A is an isomorphism,
because Ker b ∩ Ker d = Ker b (as Ker d ⊃ Im c = A) and Im(e) = Im(a ◦ g) = Im(a) (as g
is surjective). If a and h are surjective, then =A = A� = A and A‖ → �A is an isomorphism,
because Ker b ∩Ker d = Ker d (as Ker b ⊃ Im a = A) and Im(e) = Im(c ◦ h) = Im(c) (as h is
surjective).

The salamander lemma is the following theorem.

Theorem IV.2.1.3. We fix a double complex X of objects of A .
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(i). If we have a fragment of X of the following form

C

��

A // B

��

D

then we get a six-term exact sequence called the salamander sequence

C�
(1)→ =A

(2)→ A�
(3)→ �B

(4)→ =B
(5)→ �D,

where (1) is the composition of the extramural morphism C� → �A and of the intramural
morphism �A → =A, (2) is an intramural morphism, (3) is an extramural morphism,
(4) is an intramural morphisms, and (5) is the composition of the intramural morphism
=B → B� and of the extramural morphism B� → �D.

(ii). If we have a fragment of X of the following form

C // A

��

B // D

then we get a six-term exact sequence called the salamander sequence

C�
(1)→ A‖

(2)→ A�
(3)→ �B

(4)→ B‖
(5)→ �D,

where (1) is the composition of the extramural morphism C� → �A and of the intramural
morphism �A → A‖, (2) is an intramural morphism, (3) is an extramural morphism,
(4) is an intramural morphisms, and (5) is the composition of the intramural morphism
B‖ → B� and of the extramural morphism B� → �D.

Proof. See Problem A.6.1.

Corollary IV.2.1.4. We fix a double complex X of objects of A . If we have a fragment of X of
the following form

C

��

A // B

��

D
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with the row containing A and B exact at A and B, or of the following form:

C // A

��

B // D

with the column containingA andB exact atA andB, then the extramural morphismA� → �B
is an isomorphism.

Proof. We prove the first case, the second is similar. The hypothesis says that =A = 0 and
=B = 0, so the result follows immediately from the salamander sequence.

IV.2.2 Some applications

In this section, we will apply the salamander lemma to finite diagrams drawn on a square grid.
We will always assume that these diagrams have been completed to double complexes by adding
zero objects in all the positions that don’t appear explicitely.

The four lemma

Corollary IV.2.2.1. Consider a commutative diagram with exact rows in A :

A //

u
��

B
f
//

v
��

C //

w
��

D

t
��

A′ // B′ g
// C ′ // D′

Suppose that u is surjective and t is injective.

Then:

(i). f(Ker v) = Kerw;

(ii). Im v = g−1(Imw).

In particular:

(a) If v is injective, then w is also injective.

(b) If w is surjective, then v is also surjective.
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Proof. We complete the diagram to a double complex where the columns and the middle two
rows are exact:

0

��

0

��

Keru

��

// Ker v //

��

Kerw

��

// 0

��

A //

u
��

B
f

//

v
��

C h //

w
��

D

t
��

// Cokerh

Ker k // A′
k

//

��

B′ g
//

��

C ′ //

��

D′

��

0 // Coker v //

��

Cokerw

��

// Coker t

0 0

Point (i) says that =(Ker(w)) = 0. By Remark IV.2.1.2, the intramural morphism
=(Kerw)→ (Kerw)� is an isomorphism. By Corollary IV.2.1.4 and the exactness properties of
the diagram, we have isomorphisms (Kerw)� ' �C ' B� ' �B′ ' A′� ' �0 = 0.

Point (ii) says that =(Coker v) = 0. The intramural morphism =(Coker v) → �(Coker v)
is clearly an isomorphism, and Corollary IV.2.1.4 gives isomorphisms
�(Coker v) ' B′� ' �C ′ ' C� ' �D ' 0� = 0.

As an immediate corollary, we get the five lemma:

Corollary IV.2.2.2. Consider a commutative diagram with exact rows in A :

A //

a
��

B //

b
��

C //

c
��

D

d
��

// E

e
��

A′ // B′ // C ′ // D′ // E ′

If a is surjective, b and d are isomorphisms and e is injective, then c is an isomorphism.

The snake lemma

Corollary IV.2.2.3. Suppose that we have a commutative diagram with exact rows:

A

f
��

// B

g
��

// C

h
��

// 0

0 // A′ // B′ // C ′
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Then we get an exact sequence, functorial in the diagram:

Ker f → Ker g → Kerh
δ→ Coker f → Coker g → Cokerh,

where the morphisms between the kernels are induced by the morphisms A → B and B → C,
and the morphisms between the cokernels are induced by the morphisms A′ → B′, B′ → C ′.

Moreover, if A → B is injective (resp. if B′ → C ′ is surjective), then so is Ker f → ker g
(resp. Coker g → Cokerh).

The morphism δ is sometimes called the connecting morphism.

Proof. We complete the diagram to a double complex

0

��

0

��

0

��

Ker f //

��

Ker g //

��

Kerh

��

Keru //

��

A

f
��

u // B

g
��

v // C

h
��

// 0

��

0 // A′
u′ //

��

B′
v′ //

��

C ′

��

// Coker v′

Coker f //

��

Coker g

��

// Cokerh

��

0 0 0

where the new morphisms are the obvious ones, and where the columns are the two middle rows
are exact.

It is easy to see that =(Ker g) = 0 and =(Coker g) = 0: By Remark
IV.2.1.2, we have =(Ker g) = (Ker g)�, and Corollary IV.2.1.4 gives isomor-
phisms (Ker g)� ' �B ' A� ' �A′0� = 0. Similarly, Remark
IV.2.1.2 gives =(Coker g) = �(Coker g), and Corollary IV.2.1.4 gives isomorphisms
�(Coker g) ' B′� ' �C ′ ' C� ' �0 = 0.

The last sentence of the statement also is easy to prove: if u is injective, so is its restriction
to Ker f , and if v′ is surjective, so is the morphism Coker g → Cokerh that it induces (because
C ′ → Cokerh is surjective).

We must now construct the connecting morphism δ : Kerh → Coker f , functorially in the
double complex above, such that the sequence of the statement is exact. This means that we
must construct an isomorphism Coker(Ker g → Kerh)

∼→ Ker(Coker f → Coker g). Note that
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Coker(Ker g → Kerh) = Kerh� and Ker(Coker f → Coker g) = � Coker f . The corollary of
the salamder lemme (Corollary IV.2.1.4) gives extramural isomorphisms

Kerh�

o
��

B�
∼ //

o
��

�C

A′�
∼ //

o
��

�B′

� Coker f

and we get the morphism δ by composing these isomorphisms.

The∞×∞ lemma

This is a generalization of the 3× 3 lemma (which we will get as an immediate corollary).

Corollary IV.2.2.4. Suppose that we have a double complex X = (Xn,m, dn,m1 , dn,m2 ) such that
Xn,m = 0 if n < 0 or m < 0:

0

��

0

��

0

��

0 // X0,0 //

��

X1,0 //

��

X2,0 //

��

. . .

0 // X0,1 //

��

X1,1 //

��

X2,1 //

��

. . .

0 // X0,2 //

��

X1,2 //

��

X2,2 //

��

. . .

...
...

...

Suppose also that all the rows and columns in the diagram above are exact except maybe for the
first row and the first column; that is, assume that the complex (Xn,i, dn,i1 )n∈Z is exact for every
i ≥ 1, and that the complex (X i,n, dn,i2 )n∈Z is exact for every i ≥ 1.

Then the complexes (Xn,0, dn,01 )n∈Z and (X0,n, d0,n
2 )n∈Z have canonically isomorphic coho-

mologies. That is, we have canonical isomorphisms =(Xn,0) ' (X0,n)‖ for every n ∈ Z. In
particular, the first row of the diagram is exact if and only if its first column is exact.
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Proof. As the morphisms X1,0 → X1,1 and X0,1 → X1,1 are injective, the intramural mor-
phisms =(X0,0)→ (X0,0)� and (X0,0)‖ → (X0,0)� are isomorphisms, so we get an isomorphism
=(X0,0) ' (X0,0)‖.

Let n ≥ 1. By Remark IV.2.1.2, we have intramural isomorphisms =(Xn,0)
∼→ (Xn,0)� and

(X0,n)‖
∼→ (X0,n)�. Also, by Corollary IV.2.1.4, we get a sequence of extramural isomorphisms:

(Xn,0)� ' �(Xn,1) ' (Xn−1,1)� ' �(Xn−1,2) ' . . . ' (X1,n−1)� ' �(X1,n) ' (X0,n)�.

So we get an isomorphism =(Xn,0) ' (X0,n)‖.

Here is the n = 2 case:

(X2,0)�

o
��

(X1,1)�
∼ //

o
��

�(X2,1)

(X0,2)�
∼ // �(X1,2)

We give a version of the 3 × 3 lemma as a corollary (there are several versions, all follow
immediately from the∞×∞ lemma).

Corollary IV.2.2.5. Consider a commutative diagram:

0

��

0

��

0

��

0 // A

��

// B //

��

C //

��

0

0 // A′

��

// B′ //

��

C ′ //

��

0

0 // A′′

��

// B′′ //

��

C ′′ //

��

0

0 0 0

If all three columns and the last two rows are exact, then the first row is also exact.
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The long exact sequence of cohomology

Corollary IV.2.2.6. Let 0 → X
f→ Y

g→ Z → 0 be a short exact sequence of complexes
of objects of A . Then we get a canonical long exact sequence in A (functorial in the exact
sequence of complexes):

. . .
δn−1

→ Hn(X)
Hn(f)→ Hn(Y )

Hn(g)→ Hn(Z)
δn→ Hn+1(X)

Hn+1(f)→ Hn+1(Y )
Hn+1(g)→ Hn+1(Z)

δn+1

→ . . .

The morphisms δn : Hn(Z)→ Hn+1(X) are called connecting morphisms.

Proof. We complete the exact sequence of complexes to a double complex with exact rows (of
which we only show a slice):

0 // Xn−1 //

��

Y n−1 //

��

Zn−1 //

��

0

0 // Xn //

��

Y n //

��

Zn //

��

0

0 // Xn+1 //

��

Y n+1 //

��

Zn+1 //

��

0

0 // Xn+2 // Y n+2 // Zn+2 // 0

We want to show that there is an exact sequence

(Xn)‖ → (Y n)‖ → (Zn)‖ → (Xn+1)‖ → (Y n+1)‖ → (Zn+1)‖

(we get the exact sequence of the statement by putting all these together).

The salamander sequence centered at Y n → Y n+1 gives an exact sequence

(Xn)� → (Y n)‖ → (Y n)� → �(Y n+1)→ (Y n+1)‖ → �(Zn+1).

Using Remark IV.2.1.2 and Corollary IV.2.1.4, we get isomorphisms (Xn)� ' (Xn)‖,
(Y n)�

∼→ �(Zn) ' (Zn)‖, (Xn+1)‖ ' (Xn+1)�
∼→ �(Y n+1) and �(Xn+1) ' (Zn+1)‖. Us-

ing these and the salamander sequence, we get the desired exact sequence. (The morphisms are
the correct ones, because intramural morphisms are always induced by identity morphisms and
extramural morphisms by the morphisms of the double complex.)

Corollary IV.2.2.7. Let 0 → X
f→ Y

g→ Z → 0 be a short exact sequence of complexes of
objects of A . If two of the complexes X , Y and Z are acyclic, then so is the third.
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Proof. Indeed, if two of the three complexes are acyclic, then, in the long exact sequence of
cohomology, two out of three of the entries will be zero, which forces the other entries to be zero
too.

Corollary IV.2.2.8. Let f : X → Y be a morphism of complexes of objects of A . Then the

sequence (*) 0→ Y
α(f)→ Mc(f)

β(f)→ X[1]→ 0 is exact, so we get a long exact sequence:

. . .→ Hn−1(Mc(f))→ Hn(X)
fn→ Hn(Y )→ Hn(Mc(f))→ . . .

Proof. In degree n, the sequence (*) is the sequence

0→ Y n → Y n ⊕Xn+1 → Xn+1 → 0

which is exact and even split. (Note however that (*) is not split as a sequence of complexes.)
So Corollary IV.2.2.6 gives a long exact sequence of cohomology objects, and we just need to
check that the connecting morphism δn−1 : Hn−1(X[1]) = Hn(X) → Hn(Y ) is equal to fn for
every n ∈ Z. By the construction of the long exact sequence in the proof of Corollary IV.2.2.6,
this morphism is the composition of the following sequence of morphisms

(Xn)‖ �(Xn)∼
(1)
oo (Mc(f)n−1)�

∼
(2)
oo

(3)
// �(Mc(f)n) (Y n)�

∼
(4)
oo (Y n)‖∼

(5)
oo

Morphism (1) is induced by the identity of Xn, morphism (2) by the morphism
Mc(f)n−1 = Xn ⊕ Y n−1 → Xn with matrix

(
idXn 0

)
, morphism (3) by the mor-

phism Mc(f)n−1 → Mc(f)n with matrix
(
−dn+1

X 0
fn dn−1

Y

)
, morphism (4) by the morphism

Y n → Mc(f)n = Xn+1 ⊕ Y n with matrix
(

0
idY n

)
and morphism (5) by the identity of Y n. So

the composition is induced by fn.

IV.3 Derived functors

We fix an abelian category A .

IV.3.1 Resolutions

Definition IV.3.1.1. Let I be a full additive subcategory of A .
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(i). A right I -resolution of an object A of I is an exact complex

0→ A→ B0 → B1 → B2 → . . .

such that Bn ∈ Ob(I ) for every n ∈ N.

(ii). A left I -resolution of an object A of I is an exact complex

. . .→ B2 → B1 → B0 → A→ 0

such that Bn ∈ Ob(I ) for every n ∈ N.

If I is the category of injective (resp. projective) objects of A , the a right (resp. left) I -
resolution of A ∈ Ob(A ) is also called an injective resolution (resp. projective resolution) of A.

If I = A , we just talk about right and left resolutions of objects of A .

Lemma IV.3.1.2. Let I be a full additive subcategory of A .

(i). The following are equivalent:

(a) Every object of A has a right I -resolution.

(b) For every object A of A , there exists an injective morphism A → B with
B ∈ Ob(I ).

(ii). The following are equivalent:

(a) Every object of A has a left I -resolution.

(b) For every object A of A , there exists an surjective morphism B → A with
B ∈ Ob(I ).

Proof. It suffices to prove (i). If (a) holds, let A ∈ Ob(A ), and let 0 → A → B0 → B1 → . . .
be a right I -reolution of A; then A→ B0 is injective and B0 ∈ Ob(I ).

Conversely, suppose that (b) holds, and let A be an object of A . We choose an injective
morphism f0 : A0 = A → B0 with B0 ∈ Ob(I ). We construct by induction on n ≥ 0 a
sequence of injective morphisms fn : An → Bn with Bn ∈ Ob(I ) such that An = Coker(fn−1)
for n ≥ 1 in the following way:

(1) We already have f0 : A0 → B0.

(2) If n ≥ 1 and we have constructed fn−1, let An = Coker(fn−1), and let fn : An → Bn be
an injective morphism with Bn ∈ Ob(I ).

We define dn : Bn → Bn+1 as the composition of the cokernel morphism Bn → An+1 and of

fn+1 : An+1 → Bn+1. Then 0→ A→ B0
d0

→ B1
d1

→ . . . is a right I -resolution of A.
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Remark IV.3.1.3. If A is a Grothendieck abelian category, then, if we use the functorial injective
embedding of Theorem II.3.2.4, the proof of Lemma IV.3.1.2 will give a functorial injective reso-
lution of objects of A . This is nice, although it is very useful to know that the later constructions
will not depend on the injective resolution, because all injective resolutions of the same object
are isomorphic in the homotopy category K+(C ) (see Corollary IV.3.2.2).

Corollary IV.3.1.4. If A has enough injectives (resp. enough projectives), then every object of
A has an injective (resp. projective) resolution.

We can actually construct injective resolutions of any bounded below complex (if A has
enough injective objects), see Lemma IV.4.1.9 and Corollary IV.4.1.11.

Proposition IV.3.1.5 (The horseshoe lemma). Let 0 → A → B → C → 0 be short exact
sequence in A , and let A → I• an injective resolution of A and C → J• be a right resolution
of C. Then there exist morphisms d−1 : B → I0 ⊕ J0 and dn : In ⊕ Jn → In+1 ⊕ Jn+1,
for n ∈ N, such that, if K• = (In ⊕ Jn, dn)n≥0 and if i : I• → K• and p : K• → J•

are the morphism of complexes such that in : In → In ⊕ Jn is the morphism
(

idIn
0

)
and

pn : In ⊕ Jn → Jn is the morphism
(
0 idJn

)
, then B d−1

→ K• is an injective resolution of B

and 0→ I•
i→ K•

p•→ J• → 0 is a short exact sequence in C(A ).

Proof. We know that 0 → In
in→ Kn = In ⊕ Jn pn→ Jn → 0 is a short exact sequence for every

n ∈ N (it is even split). So we just need to construct morphisms d−1 : K−1 := B → K0 and
dn : Kn → Kn+1 such that (Kn, dn)n≥0 is a complex and an injective resolution of B, and such
that i and p are morphisms of complexes. To harmonize the notation, we denote the morphisms
I−1 := A→ I0 and J−1 := C → J0 by d−1

I and d−1
J and the morphisms A→ B and B → C by

i−1 and p−1. We show by induction on n ≥ −1 that there exists a morphism dn : Kn → Kn+1

such that dn ◦ in = in+1 ◦ dnI , dnJ ◦ pn = pn+1 ◦ dn and that the sequence

0→ Coker dnI → Coker dn → Coker dnJ → 0

is exact.

If n = −1, we are trying to fill in the following diagram (whose rows and columns are exact):

0

��

0

��

0

��

0 // A //

d−1
I
��

B //

d−1

��

C //

d−1
J
��

0

0 // I0

i0
// I0 ⊕ J0

p0
// J0 // 0

This is possible by Lemma IV.3.1.6; also, the same lemma says that d−1 is injective, and the
snake lemma implies that the sequence

0→ Coker d−1
I → Coker d−1 → Coker d−1

J → 0
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is exact.

Suppose that we have constructed dn, and consider the commutative diagram:

0

��

0

��

0

��

0 // Coker dnI
//

dn+1
I
��

Coker dn //

dn+1

��

Coker dnJ
//

dn+1
J
��

0

0 // In+2

in+2
// In+2 ⊕ Jn+2

pn+2
// Jn+2 // 0

The first row of this diagram is exact by the induction hypothesis, and the first and third column
are exact because A → I• and C → J• are resolutions. By Lemma IV.3.1.6, there exists dn+1

such that the diagram commutes and that the second column is exact, and then the snake lemma
implies that the sequence

0→ Coker dn+1
I → Coker dn+1 → Coker dn+1

J → 0

is exact.

Lemma IV.3.1.6. Consider a diagram in A :

0 // A
u //

f
��

B
v //

h
��

C //

g

��

0

I
i
// I ⊕ J p

// J

where the row is exact, I is an injective object and i : I → I ⊕ J and p : I ⊕ J → J are the

morphisms with matrices
(

idI
0

)
and

(
0 idJ

)
respectively.

Then there exists h : B → I ⊕ J such that h ◦ u = i ◦ f and g ◦ v = p ◦ h. Moreover, h is
injective if and f and g are.

Proof. The last sentence follows from the snake lemma. We prove the existence of h. As I is an
injective object and u is a monomorphism, there exists h1 : B → I such that h1 ◦ u = f . Let

h : B → I ⊕ J be the morphism with matrix
(
h1

g ◦ v

)
.

IV.3.2 Complexes of injective objects

The main result of this subsection is the following theorem. We state it for injective objects, but
it has an obvious dual version for projective objects (where all the morphisms go in the other
direction).
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Theorem IV.3.2.1. We denote by I the additive subcategory of injective objects of A .

(i). Let f • : X• → I• be a morphism of complexes, withX• ∈ Ob C(A ) and I• ∈ Ob C+(I ).
Suppose that X• is acyclic. Then f • is homotopic to 0.

(ii). Any acyclic complex in C+(I•) is homotopic to 0.

(iii). Let f : I• → J• be a morphism between objects of C+(I ). If f is a quasi-isomorphism,
then it is a homotopy equivalence.

(iv). Let f : A → B be a morphism of A , let A → X• be a right resolution of A, and let
B → I• be a morphism of complexes with I• ∈ C≥0(I ). Then there exists a morphism of
complexes f • : X• → I• such that the following diagram commutes:

A //

f
��

X•

f•

��

B // I•

Moreover, this morphism f • is unique up to homotopy.

Proof. (i). We construct by induction on n ∈ Z morphisms sn : Xn → In−1 such that
fn = sn+1 ◦ dnX + dn−1

I ◦ sn. As I• is in C+(A ), we have In = 0 for n << 0, so
we have fn = 0 and we can take sn = 0 for n << 0. Suppose that we have constructed
the sm for all m ≤ n; we show how to construct sn+1. Let gn = fn − dn−1

I ◦ sn. Then

gn ◦ dn−1
X = fn ◦ dn−1

X − dn−1
I ◦ sn ◦ dn−1

X = fn ◦ dn−1
X − dn−1

I ◦ (fn−1 − dn−2
I ◦ sn−1)

= fn ◦ dn−1
X − dn−1

I ◦ fn−1 = 0,

so gn induces a morphism gn : Xn/ Im(dn−1
X ) → In. As X• is exact, we

have Im(dn−1
X ) = Ker(dnX), so the morphism Xn/ Im(dn−1

X ) → Xn+1 induced by
dnX is a monomorphism. So, as In is an injective object, there exists a morphism
sn+1 : Xn+1 → In extending gn, and then we have sn+1 ◦ dnX = gn = fn − dn−1

I ◦ sn, as
desired.

(ii). Apply (i) to idI• .

(iii). By Corollary IV.2.2.8 and the hypothesis on f , the mapping cone Mc(f) is acyclic. Note
also that Mc(f) is an object of C+(I ) by definition, so, by (ii), it is homotopic to 0.
Let (Sn : Mc(f)n → Mc(f)n−1)n∈Z be a homotopy between idMc(f) and 0, and write

Sn =

(
sn+1 gn

hn tn

)
, with sn+1 : Xn+1 → Xn, gn : Y n → Xn, tn : Y n → Y n−1 and

hn : Xn+1 → Y n−1. The identity dn−1
Mc(f) ◦ Sn + Sn+1 ◦ dnMc(f) = idMc(f)n implies the

following three identities:

(1) −dnX ◦ sn+1 − sn+2 ◦ dn+1
X + gn+1 ◦ fn+1 = idXn+1;

(2) −dnX ◦ gn + gn+1 ◦ dnY = 0;
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(3) fn ◦ gn + dn−1
Y ◦ tn + tn+1 ◦ dnY = idY n .

The identities (2) imply that the family (gn : Y n → Xn)n∈Z defines a morphism of com-
plexes g : Y → X , and then (1) says that (sn)n∈Z is a homotopy between g ◦ f and idX
and (3) says that (tn)n∈Z is a homotopy between f ◦ g and idY . So we have proved that f
is a homotopy equivalence.

(iv). We denote the morphisms A → X0 and B → I0 by d−1
X and d−1

I respectively (for conve-
nience). As both X• and I• are concentrated in degree ≥ 0, it suffices to construct fn for
n ≥ 0. We do this by induction on n:

(a) Suppose that n = 0. The morphism d−1
X : A → X0 is injective by assumption,

so, as I0 is an injective object, there exists a morphism f 0 : X0 → I0 such that
f 0 ◦ d−1

X = d−1
I ◦ f .

(b) Suppose that n ≥ 0, and that we have constructed f 0, . . . , fn making the obvious
squares commute. Let gn = dnI ◦ fn. Then gn ◦ dn−1

X = fn−1 ◦ dnX ◦ dn−1
X = 0,

so gn induces a morphism gn : Xn/ Im(dn−1
X ) → In+1. As A → X• is a reso-

lution, the morphism dnX : Xn/ Im dn−1
X → Xn+1 induced by dnX is a monomor-

phism, so, as In+1 is an injective object, there exists fn+1 : Xn+1 → In+1 such that
fn+1 ◦ dnX = gn, which means that fn+1 ◦ dnX = gn = dnI ◦ fn.

Let g• : X• → I• be another morphism satisfying the condition of the statement. We want
to show that f • − g• is homotopic to 0. We have a commutative diagram:

0 // A

0
��

// X•

f•−g•
��

0 // 0 // I•

In other words, f • − g• gives a morphism from the acyclic complex
0→ A→ X0 → X1 → . . . to the complex of injective objects 0→ 0→ I0 → I1 → . . ..
By (i), this morphism is homotopic to 0.

Remember that we have a fully faithful additive functor ι : A → Kb(A ) that sends an object
A to the complex . . .→ 0→ A→ 0→ . . . concentrated in degree 0. (See Remark IV.1.4.2.)

Corollary IV.3.2.2. (i). Let I be the full additive subcategory of injective objects of A , and
suppose that A has enough injective objects. Let B be the full subcategory of K+(I )
whose objects are complexes I• such that Hn(I•) = 0 for n 6= 0. Then the functor H0

induces an equivalence of categories from B to A .

In particular, taking a quasi-inverse of this equivalence, we get a functor λ : A → K+(I )
and a morphism of functors ι → λ such that, for every A ∈ Ob(A ), the morphism
ι(A) → λ(A) is a quasi-isomorphism; moreover, we can choose λ such that λ(A) is
concentrated in degree ≥ 0 for every A ∈ Ob(A ).
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(ii). Let P be the full additive subcategory of projective objects of A . Suppose that A has
enough projective objects. Let B be the full subcategory of K−(P) whose objects are
complexes P • such that Hn(P •) = 0 for n 6= 0. Then the functor H0 induces an equiva-
lence of categories from B to A .

In particular, taking a quasi-inverse of this equivalence, we get a functor
λ : A → K−(P)) and a morphism of functors λ → ι such that, for every A ∈ Ob(A ),
the morphism λ(A)→ ι(A) is a quasi-isomorphism; moreover, we can choose λ such that
λ(A) is concentrated in degree ≤ 0 for every A ∈ Ob(A ).

We will see in the chapter on derived categories3 how to extend the functor λ to C+(A ) or
C−(A ) (depending on whether we are in the situation of (i) or of (ii).)

Proof. We only prove (i). (Point (ii) follows by applying (i) to the opposite category.)

Let B′ be the full subcategory of B whose objects are complexes concentrated in degree
≥ 0. An object I• Of B′ is simply an injective resolution of Ker d0

I = H0(I•). So the functor
H0 : B′ → A is essentially surjective because every object of A has an injective resolution
by Lemma IV.3.1.2), it is full because, if f : A → B is a morphism between objects of A and
A → I• and B → J• are injective resolutions, then f extends to f • : I• → J• by Theorem
IV.3.2.1(iv), and it is faithful because this extenstion is unique up to homotopy (by the same
reference).

To finish the proof, it suffices to show that every object of B is isomorphic to an object of
the subcategory B′. Let I• be an object of B. We prove by induction on n that Coker dnI is
an injective object for every n ≤ −1. Indeed, if n is small enough, then Coker dnI = 0, so the
claim holds. Suppose that n ≤ −1 and that we have proved the claim for n − 1. We have an
exact sequence 0 → In/Ker dnI → In+1 → Coker dnI → 0. As, as Hn(I•) = 0, the canonical
morphism Coker dn−1

I = In/ Im dn−1
I → In/Ker dnI is an isomorphism, so In/ Im dn−1

I is an
injective object by the induction hypothesis. By Corollary II.2.4.6, this implies that Coker dnI is
also injective. Now consider the canonical morphism u : I• → τ≥0(I•) (see Definition V.4.2.1);
this is a quasi-isomorphism because Hn(I•) = 0 for n ≤ −1. Also, by what we just proved, the
complex τ≥0(I•) is in C+(I ), hence it is an object of B′; so Theorem IV.3.2.1(iii) implies that
u is a homotopy equivalence, that is, that its image in K+(I ) is an isomorphism. So we have
found an isomorphism in K+(I ) from I• to an object of B′, and we are done.

IV.3.3 Derived functors

Definition IV.3.3.1. Let F : A → B be an additive functor between abelian categories.

3Add precise reference.
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(i). Suppose that F is left exact and that A has enough injective objects. Let I be the full
subcategory of injective objects of A , and λ : A → K+(I ) be the functor of Corol-
lary IV.3.2.2. Then, for every n ∈ Z, the nth left derived functor of F is the functor

RnF : A
λ→ K+(I )

K(F )→ K+(B)
Hn→ B.

(ii). Suppose that F is right exact and that A has enough projective objects. Let P be the
full subcategory of projective objects of A , and λ : A → K−(P) be the functor of
Corollary IV.3.2.2. Then, for every n ∈ Z, the nth left derived functor of F is the functor

LnF : A
λ→ K−(P)

K(F )→ K−(B)
H−n→ B.

We will mostly state results for right derived functors, but every such result has a dual version
for left derived functors that follows from it by looking at opposite categories.

Remark IV.3.3.2. In the situation of Definition IV.3.3.1(i):

(a) RnF : A → B is an additive functor for every n ∈ Z (because it is a composition of
additive functors).

(b) If we want to calculate RnF (A) for some object A of A , what the definition tells us is that
we should pick an injective resolution 0 → A → I0 → I1 → . . . of A, delete A to get a
complex . . . → 0 → I0 → I1 → . . ., apply F to it, and then the nth cohomology of the
resulting complex will be isomorphic to RnF (A).

(c) In particular, RnF = 0 for n ≤ −1, and, if I is an injective object of A , we have
RnF (I) = 0 for n ≥ 1. Also, as F is left exact, we have a canonical isomorphism
F
∼→ R0F .

Theorem IV.3.3.3. Suppose that we are in the situation of Definition IV.3.3.1(i). Let
0 → A → B → C → 0 be a short exact sequence in A . Then we get a long exact sequence in
B, functorial in the original short exact sequence:

0→ F (A)→ F (B)→ F (C)
δ0

→ R1F (A)→ R1F (B)→ . . .

. . .→ Rn−1F (C)
δn−1

→ RnF (A)→ RnF (B)→ RnF (C)
δn→ Rn+1F (A)→ . . .

In fact, (RnF )n≥0 is universal among all families of functors having that property.

Proof. By Proposition IV.3.1.5 (and Corollary IV.3.2.2), we have a diagram in C+(I ):

λ(A) //

��

λ(B) //

��

λ(C)

��

0 // I• // J• // K• // 0
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such that the vertical morphisms are homotopy equivalences, the bottom row is exact, and the
diagram becomes commutative in K+(I ). So the existence of the long exact sequence follows
from Corollary IV.2.2.6. We also have to show that the connecting morphisms δn don’t depend
on the choices we made, but this follows from Corollary IV.2.2.6, as all the possible choices are
unique up to a unique homotopy equivalence.

Definition IV.3.3.4. (i). Suppose that we are in the situation of Definition IV.3.3.1(i). An ob-
ject A of A such that RnF (A) = 0 for every n ≥ 1 is called F -acyclic.

(ii). Suppose that we are in the situation of Definition IV.3.3.1(ii). An object A of A such that
LnF (A) = 0 for every n ≥ 1 is called F -acyclic.

In particular, injective object are acyclic for left exact functors, and projective objects are
acyclic for right exact functors.

Lemma IV.3.3.5. Suppose that A has enough injective objects, and let F : A → B be a
left exact functor. We denote by IF the full subcategory of A whose objects are the F -acyclic
objects.

(i). If 0→ A→ B → C → 0 is a short exact sequence in A such that A,B ∈ IF , then C is
also in IF , and the sequence 0→ F (A)→ F (B)→ F (C)→ 0 is exact.

(ii). If X• ∈ Ob(C+(IF )) is acyclic, then F (X•) is also acyclic.

Proof. Point (i) follows immediately from Theorem IV.3.3.3: as RnF (A) = 0 and RnF (B) = 0
for every n ≥ 1, the long exact sequence of that theorem reduces to a short exact sequence
0→ F (A)→ F (B)→ F (C)→ 0 and to isomorphisms RnF (C) ' 0 for every n ≥ 1.

We prove point (ii). As X• is acyclic, the canonical morphism
Coker dnX = Xn+1/ Im(dnX) → Xn+1/Ker dnX is an isomorphism for every n ∈ Z. We
prove by induction on n that, for every n ∈ Z, the object Coker dnX is F -acyclic and the
sequence

0→ F (Xn/Ker dnX)→ F (Xn+1)→ F (Coker dnX)→ 0

is exact. If n is small enough, then Xn = 0, Xn+1 = 0 and Coker dnX = 0, so the claim holds.
Suppose that we know the claim for some n ∈ Z. We have an exact sequence

0→ Coker dnX
∼→ Xn+1/Ker dn+1

X → Xn+2 → Coker dn+1
X → 0,

so the claim for n+ 1 follows immediately from (i).

Let n ∈ Z. We have just shown that the morphism F (dnX) : F (Xn) → F (Xn+1)
factors as the composition of a surjection F (Xn) → F (Coker dn−1

X ) and an injection
F (Coker dn−1

X )
∼→ F (Xn/Ker dnX)→ F (Xn+1), so

Ker(F (dnX)) = Ker(F (Xn)→ F (Coker dn−1
X )) = Im(F (Coker dn−2

X )→ F (Xn)).
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As the morphism F (Xn−1) → F (Coker dn−2
X ) is surjective, we finally get

Ker(F (dnX)) = Im(dn−1
X ), so that Hn(F (X•)) = 0.

Theorem IV.3.3.6. Suppose that A has enough injective objects, and let F : A → B be a
left exact functor. We denote by IF the full subcategory of A whose objects are the F -acyclic
objects.

Let A ∈ Ob(C ) and let A → X• be a right IF -resolution of A. Then we have canonical
isomorphisms Hn(F (X•))

∼→ RnF (A).

Proof. Let A→ I• be an injective resolution of A. By Theorem IV.3.2.1(iv), there is a commu-
tative diagram

A //

idA
��

X•

f•

��

A // I•

where f • is uniquely determined up to homotopy. We claim that F (f •) : F (X•) → F (I•)
is a quasi-isomorphism, which immediately implies the theorem. Let’s prove this claim. Let
Y • = Mc(f •). Then Y • ∈ C+(IF ) and Y • is acyclic by Corollary IV.2.2.8; by Lemma IV.3.3.5,
the complex F (Mc(f •)) is also acyclic. As F (Mc(f •)) = Mc(F (f •)) (by definition of the map-
ping cone), another application of Corollary IV.2.2.8 shows that F (f •) is a quasi-isomorphism.

It is natural to ask how to calculate the derived functors of a composition G ◦ F in term of
the derived functors of F and G. We will give a partial answer here. The full answer requires
spectral sequences or derived categories, so we will defer for a while.

Proposition IV.3.3.7. Let F : A → B and G : B → C be left exact additive functors with A ,
B and C abelian categories. Assume that A and B have enough injective objects.

(i). If G is exact, we have canonical isomorphisms of functors Rn(G ◦ F ) ' G ◦RnF .

(ii). Assume that F is exact. For every n ∈ N, there is a canonical morphism of functors
Rn(G ◦ F )→ (RnG) ◦ F .

(iii). Suppose that F sends the injective objects of A to G-acyclic objects of B
and that A ∈ Ob(A ) is F -acyclic. Then there is a canonical isomorphism
Rn(G ◦ F )(A) ' (RnG)(F (A)) for every n ∈ N.

(iv). If F is exact and sends the injective objects of A to G-acyclic objects of B, then the
morphisms Rn(G ◦ F )→ (RnG) ◦ F are isomorphisms.

Proof. Let A be an object of A , and let A → I• be an injective resolution of A. Then
Rn(G ◦ F )(A) = Hn(G(F (I•))).
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If G is exact, then it commutes with kernels and cokernels, so we have isomorphisms
Hn(G(F (I•))) ' G(Hn(F (I•))) = G(RnF (A)). This gives (i).

To prove (ii), assume that F is exact. choose an injective resolution F (A)→ J• of F (A). As
F is exact, the morphism F (A) → F (I•) is a resolution of F (A). So, by Theorem IV.3.2.1(iv),
there exists a morphism of complexes f • : F (I•) → J• extending idF (A), and such a f • is
unique up to homotopy. Applying G and taking the nth cohomology object, we get the desired
morphism

Rn(G ◦ F )(A) = Hn(G(F (I•)))→ Hn(J•) = (RnG)(F (A)).

We now assume that A is F -acyclic and that F sends the injective objects of A to G-acyclic
objects of B. For every n ≥ 1, we have Hn(F (I•)) = RnF (A) = 0, so F (A) → F (I•) is a
resolution of F (A) byG-acyclic objects. By Theorem IV.3.3.6, we have canonical isomorphisms
(RnG)(F (A)) ' Hn(G(F (I•))) = Rn(G ◦ F )(A).

Point (iv) follows immediately from (ii) and (iii).

IV.3.4 The case of bifunctors

Let F : A ×B → C be a left exact additive bifunctor, with A , B and C abelian categories.
This means that F is additive and left exact in each variable.

We assume that A and B have enough injective objects. For every A ∈ Ob(A ) (resp.
B ∈ Ob(B)), we denote by RnF (A, ·) (resp. RnF (·, B)) the nth right derived functor of the
left exact additive functor F (A, ·) : B → C (resp. F (·, B) : A → C ).

Theorem IV.3.4.1. Suppose that, for any injective objects I of A and J of B, the functors
F (I, ·) : B → C and F (·, J) : A → C are exact. Then, for any n ∈ N, A ∈ Ob(A )
and B ∈ Ob(B), we have an isomorphism, functorial in A and B and compatible with the
connecting morphisms in the long exact sequence of derived functosr:

(RnF (A, ·))(B) ' (RnF (·, B))(A).

We simply write RnF (A,B) for (RnF (A, ·))(B).

The theorem has an obvious variant for left derived functors of bifunctors that are additive and
right exact.

Proof. Let A→ I• and B → J• be injective resolutions of A and B. We consider the following
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double complex:

0

��

0

��

0

��

0

��

0 // 0 //

��

F (I0, B) //

��

F (I1, B) //

��

F (I2, B) //

��

. . .

0 // F (A, J0) //

��

F (I0, J0) //

��

F (I1, J0) //

��

F (I2, J0) //

��

. . .

0 // F (A, J1) //

��

F (I0, J1) //

��

F (I1, J1) //

��

F (I2, J1) //

��

. . .

0 // F (A, J2) //

��

F (I0, J2) //

��

F (I1, J2) //

��

F (I2, J2) //

��

. . .

...
...

...
...

By the hypothesis, all the rows and columns of this complex are exact except possibly for the
first row and the first column. By Corollary IV.2.2.4 (the∞×∞ lemma), the first row and the
first column have canonically isomorphism cohomology objects. This proves the statement.

Example IV.3.4.2. (1) If A has enough injective and projective objects, then the theorem
applies to the bifunctor HomA (·, ·) : A op × A → Ab. The nth right derived functor of
HomA is denoted by ExtnA (·, )̇ : A op ×A → Ab.

(2) Let R be a ring. We denote by TorRn (·, ·) the nth left derived functor of the bifunctor
(·) ⊗R (·) : ModR × RMod → Ab. If R is commutative, we can see (·) ⊗R (·) and the
TorRn as bifunctors RMod× RMod→ RMod.

Definition IV.3.4.3. Suppose that A has enough injective (resp. projective) objects. For every
A ∈ Ob(A ) (resp. B ∈ Ob(A )), we denote by ExtnA (A, ·) (resp. ExtA (·, B)) the nth derived
functor of the left exact additive functor HomA (A, ·) (resp. HomA (·, B)). If A is the category
of left or right R-modules, we write ExtnR instead of ExtnA .

By Example IV.3.4.2(1), if A has enough injective and projective objects, the two definitions
of ExtnA (A,B) agree.
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IV.3.5 More examples of derived functors

Group homology and cohomology

Let G be an abstract group, R be a ring and A be the category R[G]Mod, that is, the category
of representations of G on left R-modules. By Corollary II.3.2.9, the category A has enough
injective objects, so we can derived any left or right exact additive functor on it.

Consider the functors H0(G, ·) = (·)G : A → RMod (“G-coinvariants”) and
H0(G, ·) = (·)G : A → RMod (“G-invariants”) defined by

MG = M/ Span{g ·m−m, g ∈ G, m ∈M}

and
MG = {m ∈M | ∀g ∈ G, g ·m = m},

for every R[G]-module M .

The functor H0(G, ·) (resp. H0(G, ·)) is right (resp. left) exact, and its nth left (resp. right)
derived functor is denote by Hn(G, ·) (resp. Hn(G, ·)). If M is a R[G]-module, the R-module
Hn(G,M) is called the nth homology module ofM , and Hn(G,M) is called the nth cohomology
module of M .

We write R for the R-module R with the trivial action of G. Note that this makes R a left and
right R[G]-module. For every R[G]-module M , we have isomorphisms, functorial in M ,

R⊗R[G] M
∼→MG, 1⊗m 7−→ m

and
HomG(R,M)→MG, f 7−→ f(1).

So Hn(G,M) = TorR[G]
n (R,M) and Hn(G,M) = ExtnR[G](R,M).

Remark IV.3.5.1. If M is a left R[G]-module, we can calculate Hn(G,M) and Hn(G,M) as
derievd functors in the category R[G]Mod, or in the category Z[G]Mod (by forgetting the R-
module structure on M ). Let us show that this gives the same result.

The forgetful functor R[G]Mod → Z[G]Mod and has a left adjoint M 7−→ R ⊗k M , however
it is not clear that this left adjoint sends injective (resp. projective) R[G]-modules to H0(G, ·)-
acyclic (resp. H0(G, ·)-acyclic) objects,4 so we cannot apply Proposition IV.3.3.7 directly. In-
stead, we use the description of Hn(G, ·) and Hn(G, ·) as Extn and Torn functors. Let P • → Z
(resp. Q• → Z) be a projective resolution of Z as a right (resp. left) Z[G]-module (with trivial
G-action); this means that P n = 0 (resp. Qn = 0) if n > 0, that P n (resp. Qn) is a projective
right (resp. left) Z[G]-module for n ≤ 0 and that . . . P−2 → P−1 → P 0 → Z is an exact
sequence in ModZ[G] (resp. . . . Q−2 → Q−1 → Q0 → Z is an exact sequence in Z[G]Mod).

4Of course, this follows from what we are trying to prove.
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Let M be a left R[G]-module; we use the same notation for M seen as a left Z[G]-module.
Then

TorZ[G]
n (Z,M) = H−n(P • ⊗Z[G] M)

and
ExtnZ[G](Z,M) = Hn(HomZ[G](Q

•,M)).

Let P ′• = P • ⊗Z R and Q′• = R ⊗Z Q
•. Then all P n (resp. Qn) are projective right (resp.

left) R[G]-modules, by Example II.2.4.7(1) and because the functor (·) ⊗Z R (resp. R ⊗Z (·))
sends free right (resp. left) Z[G]-modules to free R[G]-modules. Also, as a projective module
is flat (by Example II.2.4.7(1) again), the sequences . . . → P ′−2 → P ′−1 → P ′0 → R and
. . .→ Q′−2 → Q′−1 → Q′0 → R are still exact. So

TorR[G]
n (R,M) = H−n(P ′

• ⊗R[G] M) = H−n(P • ⊗Z[G] M) = TorZ[G]
n (Z,M)

and

ExtnR[G](R,M) = Hn(HomR[G](Q
′•,M)) = Hn(HomZ[G](Q

•,M)) = ExtnZ[G](Z,M).

In problem A.6.2(b), we have constructed two right resolutions of the trivial Z[G]-module Z
by free Z[G]-modules. Applying the functor R ⊗Z (·) to these resolutions, we get two right
resolutions of R by free R[G]-modules, that we can use to calculate the functors Hn(G, ·) and
Hn(G, ·), thanks to Theorem IV.3.4.1.

Consider for example the unnormalized bar resolution X• → Z of Z defined in problem
A.6.2(b). We have Xn = 0 if n ≥ 1 and X−n = Z(Gn+1) if n ≥ 0. For every n ≥ 0 and
every R[G]-module M , we set Cn(G,M) = HomR[G](R ⊗Z X

−n,M); this is called the group
of n-cochains on G with values in M . The differentials of the complex X• induce morphisms
dn : Cn(G,M)→ Cn+1(G,M), so we get a complex C•(G,M), and Hn(G,M) is the nth coho-
mology group of this complex. We write Zn(G,M) = Ker(dn) (resp. Bn(G,M) = Im(dn−1))
and call it the group of n-cocyles (resp. n-coboundaries) on G with values in M .

We have seen in problem A.6.2(b) that X−n is the free Z[G]-module with basis
(e(1,g1,g1g2,...,g1g2...gn))(g1,...,gn)∈Gn , so we have a R-linear isomorphism Cn(G,M)

∼→ F (Gn,M)
(where F (Gn,M) is the set of functions from Gn to M ) sending u : R ⊗Z X

−n → M to the
function (g1, . . . , gn) 7−→ u(e(1,g1,g1g2,...,g1g2...gn)).

It is easy to calculate the differentials: if c : Gn → M is a function, then, for all
g1, . . . , gn+1 ∈ G, we have

(dnc)(g1, . . . , gn+1) = g1 · c(g2, . . . , gn+1)+
n∑
i=1

(−1)ic(g1, . . . , gi−1, gigi+1, gi+2, . . . , gn+1)

+ (−1)n+1c(g1, . . . , gn).

So, for example, a 1-cocycle is a function c : G → M such that, for all g, h ∈ G, we have
c(gh) = g ·c(h)+c(g), and a 1-coboundary is a function c : G→M of the form g 7−→ g ·m−m,
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for some m ∈ M . If the action of G on M is trivial, 1-cocycles are simply group morphisms
G→M and 1-coboundaries are all 0, so H1(G,M) = HomGrp(G,M).

If moreover we have a group H acting on G and on M such that the action of H on M is
R-linear and that h · (g · x) = (h · g)(h · x) for all h ∈ H , g ∈ G and x ∈ M , then H acts
on Hn(G,M) for every n ∈ N, and this action comes from the action on n-cochains given by
(h · c)(g1, . . . , gn) = h · c(h−1 ·g1, . . . , h ·gn). This occurs for example if G is a normal subgroup
of H on which H acts by conjugation and M is a R[H]-module.

Suppose that we have a normal subgroup K ⊂ G. Then H0(G, ·) is isomorphic to the compo-
sition H0(G/K, ·) ◦H0(K, ·), but we cannot apply Proposition IV.3.3.7 to reduce the calculation
of H0(G, ·) to that of H0(K, ·) and H0(G/K, ·), because neither of these last two functors is exact
in general.

Sheaf cohomology

Let C be a category having all fiber products and T be a Grothendieck pretopology on C . Let R
be a ring. We know that Sh(CT , R) is a Grothendieck abelian category by Corollary III.2.2.15,
so it has enough injective objects by Theorem II.3.2.4.

If X is an object of C , then the functor H0(X, ·) : Sh(CT , R) → RMod, F 7−→ F (X)
is left exact. We denote by Hn(X, ·) its nth right derived functor; the R-module Hn(X,F ) is
called the nth cohomology module of F on X . These are difficult to calculate in general.

The inclusion from sheaves to presheaves

We keep the setting of the beginning of the previous example, and denote the inclusion functor
Sh(CT ,Z) → PSh(C ,Z) by Φ. This functor is left exact but not exact, so it should have
nontrivial right derived functors. We calculate these functors.

Let F be an abelian sheaf on CT , and let F → I • be an injective resolution of F in
Sh(CT ,Z). Then the presheaf RnΦ(F ) is equal to Hn(Φ(I •)). More concretely, for every
object X of C , the group (RnΦ(F ))(X) is equal to the nth cohomology group of the complex
I •(X), that is, to Hn(X ,F ). In other word, for every n ∈ N, the value at F of the nth derived
functor RnΦ is the presheaf X 7−→ Hn(X,F ).

Čech cohomology

Let C be a category, and let X = (Xi → X)i∈I be a family of morphisms of C . We have
defined in problem A.6.3 the Čech cohomology functors Ȟn(X , ·) : PSh(C ,Z) → Ab as
the cohomology of an explicit complex-valued functor on PSh(C ,Z), and we have shown that
Ȟn(X , ·) s the nth right derived functor of Ȟ0(X , ·) : PSh(C ,Z)→ Ab.
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Suppose that C has fiber products, that we have a Grothendieck pretopology T on C , and that
X is a covering family for this pretopology. Let Φ : Sh(CT ,Z)→ PSh(C ,Z) be the inclusion
functor. Then the functors Ȟ0(X , ·) ◦ Φ and H0(X, ·) are isomorphic (this is just saying that
F (X)

∼→ Ȟ0(X ,F ) if F isa sheaf), but the inclusion functor Φ is not exact (it is only left
exact), so we cannot use Proposition IV.3.3.7 to calculate Hn(X, ·).

IV.4 Spectral sequences

Spectral sequences are a useful tool in homological algebra, but they can get a bit messy. In the
first subsection, we will give the definition of a spectral sequence, state the theorem asserting
the existence of the two spectral sequences of a double complex, and show how it implies the
Grothendieck spectral sequence, that relates the right derived functors of a composition G ◦ F
to the right dertived functors of F and G. In the second subsection, we will present a general
method to construct spectral sequences, and in particular prove the results of the first subsection.

In this whole section, we fix an abelian category A , and we assume that it (and the other
abelian categories that may appear) has all small limits and colimits, and that direct sums and
filtrant colimits are exact; for example, every category of sheaves of R-modules has these prop-
erties. This is not strictly necessary, but it will allow us to simplify the exposition somewhat.

IV.4.1 Definition and some theorems

We will only consider cohomology spectral sequence. There is a dual theory of homology spec-
tral sequences, where the differentials go in the other direction; it is equivalent up to some rein-
dexing.

Definition IV.4.1.1. A spectral sequence starting at the page r0 ∈ N is the following data:

(a) for every integer r ≥ r0, a family (Epq
r , d

pq
r )p,q∈Z of objects of A and of morphisms

dpqr : Epq
r → Ep+r,q−r+1

r such that dp+r,q−r+1
r ◦ dpqr = 0;

(b) for every r ≥ r0, isomorphisms Epq
r+1 ' Ker(dpqr )/ Im(dp−r,q+r−1

r ) (which we will often
write as equalities).

Spectral sequences form a category in the obvious way. (Morphisms of spectral sequences
must be compatible with all the differentials and with the isomorphisms between each page and
the cohomology of the previous one.)

We call the family Er = (Epq
r , d

pq
r )p,q∈Z the rth page of the spectral sequence, and often

abbreviate (b) to “an isomorphism between Er+1 and the cohomology of Er”. (Note however
that the differentials dpqr+1 are not determined by Er, only the objects Epq

r+1.)
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Remark IV.4.1.2. To make the notation less cumbersome, the following point of view is useful:
we think of Er as in the bigraded object

⊕
p,q∈ZE

pq
r of A , and of dr =

∑
p,q d

pq
r as an endo-

morphism of Er of bidegree (r,−r + 1) satisfying d2
r = 0. Then (b) becomes an isomorphism

Er+1 ' Ker(dr)/ Im(dr).

Suppose that we are given a spectral sequence (Er)r≥r0 starting at the r0th page. Fix p, q ∈ Z.
For every r ≥ r0, the object Epq

r is isomorphic (by data (b) in the definition of a spec-
tral sequence) to a subquotient of Epq

r0
, so we have subobjects Bpq

r ⊂ Zpq
r ⊂ Epq

r0
such that

Epq
r ' Zpq

r /B
pq
r . As Epq

r is also identified to a subobject of Epq
s for r0 ≤ s ≤ r, we have

Zpq
s ⊃ Zpq

r and Bpq
s ⊂ Bpq

r if s ≤ r.

Definition IV.4.1.3. We set
Bpq
∞ =

⋂
r≥r0

Bpq
r := lim←−

r≥r0
Bpq
r ,

where the transition morphisms are the injections Bpq
r → Bpq

s for r ≥ s ≥ r0,

Zpq
∞ =

⋃
r≥r0

Zpq
r ,

and
Epq
∞ = Zpq

∞/B
pq
∞.

In general, Epq
∞ could be a strict subquotient of every Epq

r . However, there are interesting cases
where Epq

r eventually stabilizes.

Example IV.4.1.4. (1) We say that the spectral sequence degenerates at the pageEr if dpqr′ = 0
for every r′ ≥ r and all p, q ∈ Z. If this is the case, then Epq

r′ = Epq
r for every r′ ≥ r, so

Epq
∞ = Epq

r .

(2) We say that the spectral sequence is a first quadrant spectral sequence if, for every r ≥ r0,
we have Epq

r = 0 as soon as p < 0 or q < 0. Suppose that this is the case, and let
p, q ∈ Z. Then dpqr = 0 if r > q + 1 and dp−r,q+r−1

r = 0 if r > p, so Epq
r = Epq

r+1 for
r > max(q + 1, p), and we get Epq

∞ = Epq
r for r > max(q + 1, p).

Definition IV.4.1.5. We say that the spectral sequence converges to a graded object
H∗ =

⊕
n∈ZH

n of A if we are given a decreasing filtration (FilpHn)p∈Z on each Hn (i.e.
a sequence of subobjects such that FilpHn ⊃ Filp+1Hn) such that

⋂
p∈Z FilpHn = 0 and⋃

p∈Z FilpHn = Hn (in other words, the filtration is separated and exhaustive), and isomor-
phisms Epq

∞ ' FilpHp+q/Filp+1Hp+q.

If the spectral sequence starts at the r0th page and converges to H∗, we often write this as
“Epq

r0
⇒ Hp+q”.

Remark IV.4.1.6. If a first quadrant spectral sequence converges to H∗, then, for every n ∈ Z,
the filtration on Hn has finitely many nonzero quotients, and Hn = 0 if n < 0. Indeed, we have
FilpHn/Filp+1Hn ' Ep,n−p

∞ , and Ep,n−p
∞ = 0 if p < 0 or p > n; in particular, if n = 0, then

Ep,n−p
∞ = 0 for every p ∈ Z.
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One of the simplest ways we can get a spectral sequence if from a double complex. We will
prove the following theorem in the next subsection (see subsection IV.4.2.4).

Theorem IV.4.1.7. Let X be a double complex of objects of A . Then we have two spectral
sequences IE and IIE starting at the 0th page, such that:

(1) IEpq
0 = Xp,q, IEpq

1 = Hq(Xp,•, dp,•2,X), Idpq1 is induced by (−1)pdpq1,X;

(2) IIEpq
0 = Xq,p, IIEpq

1 = Hq(X•,p, d•,p1,X), IIdpq1 is induced by dpq2,X .

These spectral sequences are functorial in X .

Moreover:

(i). if Xpq = 0 for all p > 0 or for all q < 0, then IE converges to H∗(Tot(X));

(ii). if Xpq = 0 for all p < 0 or for all q > 0, then IIE converges to H∗(Tot(X));

(iii). if, for every n ∈ Z, there are only finitely many p ∈ Z such that Xp,n−p 6= 0, then both
spectral sequences converge to H∗(Tot(X)).

In particular, if X is a first quadrant double complex (i.e. if Xpq = 0 as soon as p < 0 or
q < 0) or if X is a third quadrant double complex (i.e. if Xpq = 0 as soon as p > 0 or q > 0),
then both spectral sequences converge to H∗(Tot(X)).

As a corollary, we get the Grothendieck spectral sequence.

Corollary IV.4.1.8. Suppose that F : A → B and G : B → C are left exact additive functors,
that A and B have enough injective objects, and that F takes all injective objects of A to
G-acyclic objects of B. Then, for every A ∈ Ob(A ), we have a spectral sequence:

Epq
2 = (RpG) ◦ (RqF )(A)⇒ Rp+q(G ◦ F )(A),

and this spectral sequence is functorial in A.

Proof. Let A be an object of A , and let A → J• be an injective resolution of A. We choose
a Cartan-Eilenberg resolution I•,• of F (J•), and we apply Lemma IV.4.1.10 to this resolution
and to the left functor G : B → C . By the hypothesis on F , we know that F (Jn) is G-acyclic
for every n ≥ 0. So the second spectral sequence of the double complex G(I•,•) converges to
Hn(G(F (J•))) = Rn(G ◦ F )(A), and we have

IIEpq
2 = (RpG)(Hq(F (J•))) = (RpG)(RqF (A)).

Lemma IV.4.1.9. [Cartan-Eilenberg resolution] Let X• be a complex in C+(A ), and assume
that A has enough injective objects. Then there exist a double complex I•,• and a morphism
X• → I•,0 such that: such that:
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(a) In,m = 0 for m < 0, and, if N ∈ Z is such that Xn = 0 for every n < N , then In,m = 0
for n < N .

(b) For every n ∈ Z, the complex (In,•, dn,•2,I ) is an injective resolution of Xn.

(c) For all n ∈ Z, the complex Ker(dn,•1,I ) (with the differentials induced by the morphisms
dn,m2,I ) is an injective resolution of Ker(dnX).

(d) For all n ∈ Z, the complex Im(dn,•1,I ) (with the differentials induced by the morphisms dn,m2,I )
is an injective resolution of Im(dnX).

(e) For all n ∈ Z, the complex Hn(In,•, dn,•1,I ) = (Ker(dn,•1,I )/ Im(dn−1,•
1,I )) (with the differentials

induced by the morphisms dn,m2,I ) is an injective resolution of Hn(X).

...
...

...

. . . // I0,2
d0,2

1,I
//

OO

I1,2
d1,2

1,I
//

OO

I2,2 //

OO

. . .

. . . // I0,1
d0,1

1,I
//

d0,1
0,I

OO

I1,1
d1,1

1,I
//

OO

I2,1 //

d2,1
2,I

OO

. . .

. . . // I0,0
d0,0

1,I
//

d0,1
2,I

OO

I1,0
d1,0

1,I
//

OO

I2,0

d2,0
2,I

OO

. . .

. . . // X0

d0
X

//

OO

X1

d1
X

//

OO

X2

d2
X

//

OO

. . .

Such a double complex is called a Cartan-Eilenberg resolution of X•.

Proof. As in the statement, fix N ∈ Z such that Xn = 0 for n < N . We set In,m = 0
for n < N or m < 0. For every n ∈ Z, we set Zn = Ker(dnX), Bn = Im(dn−1

X ) and
Hn = Hn(X•) = Zn/Bn. We have short exact sequences:

0→ Zn → Xn → Bn+1 → 0

and
0→ Bn+1 → Zn+1 → Hn+1 → 0

for every n ∈ Z. We define injective resolutions Zn → In,•Z , Bn → In,•B , Hn → In,•H
and Xn → In,• and exact sequences 0 → In,•B → In,•Z → In,•H → 0 and
0→ In,•Z → In,• → In+1,•

B → 0 by induction on n in the following way:

(1) If n < N , take all these resolutions to be 0.
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IV.4 Spectral sequences

(2) Suppose that you have an injective resolution Zn → In,•Z coming from the induction hy-
pothesis. Choose an injective resolution Bn+1 → In+1,•

B . By the horseshoe lemma (Propo-
sition IV.3.1.5), we can find an injective resolution Xn → In,• and an exact sequence
0→ In,•Z → In,• → In+1,•

B → 0.

(3) Choose an injective resolution Hn+1 → In+1,•
H . Using the horseshoe lemma again, we get

a resolution Zn+1 → In+1,•
Z and an exact sequence 0→ In+1,•

B → In+1,•
Z → In+1,•

H → 0.

(4) Replace n by n+ 1 and go to step (2).

We now get the double complex I•,• by taking dn,m2,I equal to dn,mI : In,m → In,m+1 and
dn,m1,I : In,m → In+1,m equal to the composition In,m → Bn+1,m → Zn+1,m → In+1,m. All the
required properties are clear.

Lemma IV.4.1.10. Suppose that A has enough injective objects, and let F : A → B be a left
exact functor. Let X• be a complex of objects of A such that Xn = 0 for n < 0, and let I•,•

be a Cartan-Eilenberg resolution of X•. We consider the two spectral sequences IE and IIE
associated to the double complex F (I•,•). Then:

(i). Both spectral sequences converge.

(ii). We have IEp,q
1 = RqF (Xp).

(iii). We have IIEp,q
1 = F (Hq(I•,p, d•,p1,I)) and IIEp,q

2 = RpF (Hq(X•)).

In particular, if each Xn is F -acyclic, then IEp,q
2 =

{
Hp(F (X•)) if q = 0
0 otherwise , so the spec-

tral sequence IE degenerates at E2, and Hn(Tot(F (I•,•))) ' Hn(F (X•)) for every n ∈ Z.

Proof. The spectral sequences converge because F (I•,•) is a first quadrant complex. We calcu-
late their first pages.

We have IEpq
0 = F (Ip,q) and IEpq

1 = Hq(F (Ip,•), F (dp,•2,I)). As Ip,• is an injective resolution
of Xp, we have IEpq

1 = RqF (Xp) by the definition of the derived functor.

On the other hand, we have IIEpq
0 = F (Iq,p) and IIEpq

1 = Hq(F (I•,p), F (d•,p1,I)). Fix p ∈ Z.
The short exact sequences

0→ Ker(dq,p1,I)→ Iq,p → Im(dq,p1,I)→ 0

and
0→ Im(dq−1,p

1,I )→ Ker(dq,p1,I)→ Hq(I•,p)→ 0

are exact sequences of injective objects (by definition of a Cartan-Eilenberg resolution),
so they are split, so they remain exact after we apply the functor F . This shows that
IIEpq

1 = F (Hq(I•,p, d•,p1,I)). Also, the differential dpq1 : IIEpq
1 → IIEp+1,q

1 is the image by F of
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the morphism Hq(I•,p, d•,p1,I)→ Hq(I•,p+1, d•,p+1
1,I ) induced by dp,q2,I . By the definition of a Cartan-

Eilenberg resolution again, the complex Hq(I•,p, d•,p1,I) is an injective resolution of Hq(X•), so
IIEpq

2 = RpF (Hq(X•)).

Suppose that Xn is F -acyclic for every n ∈ Z. By the calculation of IEpq
1 above, we immedi-

ately get that IEpq = 0 for every q ≥ 1 and that IEp,0
1 = F (Xp). The formula for IEpq

2 follows.
We show by induction on r ≥ 2 that IEpq

r = 0 for q 6= 0 and that all the differentials of IEr are
0. For r = 2, we already know the first statement, and the second follows because dpq2 goes from
IEpq

2 → IEp+2,q−1
2 , so either its source its target is 0 for all p, q ∈ Z. Suppose that we know the

result for some r ≥ 2. Then IEpq
r+1 = IEpq

r , so IEpq
r+1 = 0 for q 6= 0. Again, the second part

follows immediately from this, because dpqr+1 goes from Epq
r+1 to Ep+r+1,q−r

r+1 , and q 6= q− r, so at
least one of the source or target of dpqr+1 has to be 0.

As the spectral sequence IE degenerates at the second page, we have IEpq
∞ = IEpq

2 . In partic-
ular, IEpq

∞ = 0 for q 6= 0. So, for every n ≥ 0, the filtration on Hn(Tot(F (I•,•))) corresponding
to IE has only one nonzero quotient, which is IEn,0

∞ ; in other words, we get an isomorphism

Hn(Tot(F (I•,•))) ' IEn,0
∞ = IEn,0

2 = Hn(F (X•)).

Corollary IV.4.1.11. Suppose that A has enough injective objects, and let X• ∈ Ob(C+(A )).
Then there exists an object J• of C+(A ) such that Jn is injective for every n ∈ Z and a quasi-
isomorphism X• → J•.

Proof. After shifting X•, we may assume that Xn = 0 for n < 0. Let I•,• be a Cartan-Eilenberg
resolution of X•, let J• = Tot(I•,•). We have an obvious morphism X• → J• (induced by
the morphism X• → I•,0. By Lemma IV.4.1.10 for the functor F = idA , this morphism is a
quasi-isomorphism.

In fact, we can construct resolutions of objects of C+(A ) by more general objects.

Corollary IV.4.1.12. Let C be a full additive subcategory of A , and suppose that, for every
X ∈ Ob(A ), there exists a monomorphism X → Y with Y ∈ Ob(C ). Then, for every
X• ∈ Ob(C+(A )), there exists a quasi-isomorphism X• → Y • with Y • ∈ Ob(C+(C )).

Proof. Fix N ∈ Z such that X i = 0 for i < N . We first find a double complex Z•,• of objects of
C such that Zn,m = 0 if n < N orm < 0 and a morphism of complexes d−1 : X• → (Z•,0, d•,01,X)
such that, for every n ∈ Z, the complex (Zn,•, dn,•2,Z) is a resolution of Xn. We construct
(Zn,•, dn,•2,Z) and the morphism of complexes dn−1,•

1,Z : (Zn−1,•, dn−1,•
2,Z ) → (Zn,•, dn,•2,Z) by in-

duction on n ∈ Z. If n < N , we take (Zn,•, dn,•2,Z) = 0. Suppose that we have constructed
(Zn,•, dn,•2,Z); then we get a morphism of complexes dn−1,•

1,Z : (Zn−1,•, dn−1,•
2,Z ) → (Zn,•, dn,•2,Z)

134



IV.4 Spectral sequences

extending dnX : Xn → Xn+1 by Lemma IV.4.1.13. Now we take Y • = Tot(Z•,•), with the
morphisms of complexes X• → Y • induced by d−1. We have Y i = 0 if i < N , so Y • ∈ C+(C ).
We use the first spectral sequence IE of the double complex Z•,• to calculate the cohomology of
Y •; this spectral sequence converges because Zn,m = 0 for m < 0. (See Theorem IV.4.1.7.) As
the columns of Y •,• are resolutions of the Xn, we have

IEpq
1 =

{
Xp if q = 0
0 otherwise.

So
IEpq

2 =

{
Hp(X•) if q = 0
0 otherwise.

This implies that the spectral sequence IE degenerates at the second page and that IEpq
∞ = IEpq

2 .
So we get Hn(Y •) ' IEn,0

∞ = Hn(X•).

Lemma IV.4.1.13. In the situation of Corollary IV.4.1.12, if f : X → X ′ is a morphism of A

and X
d−1
Y→ Y 0

d0
Y→ Y 1

d1
Y→ . . . is a resolution of X by objects of C , then there exists a resolution

X ′
d−1
Y ′→ Y ′0

d0
Y ′→ Y ′1

d1
Y ′→ . . . of X ′ by objects of C and a commutative diagram

Y •
f•
// Y ′•

X
f
//

OO

X ′

OO

Proof. We write Y −1 = X , Y ′−1 = X ′ and f−1 = f . We construct dn−1
Y ′ : Y ′n−1 → Y ′n and

fn : Y n → Y ′n by induction on n ≥ 0:

• Suppose that n = 0. Choose a monomorphism u : Y 0 ⊕X X ′ → Y ′0 with Y ′0 ∈ Ob(C ),
and let f ′0 : Y 0 → Y ′0 and d−1

Y ′ : X ′ → Y ′0 be the composition of u and of the two
canonical morphisms from Y 0 and X ′ to Y 0 ⊕X X ′.

Y 0 //

f0

%%

Y 0 ⊕X X ′ �
�

// Y ′0

X //

OO

X ′

OO

d−1
Y ′

99

By Corollary II.2.1.16, the morphism X ′ → Y 0 ⊕X X ′ is injective, so d−1
Y ′ is injective.

• Suppose that n ≥ 0 andthat we have constructed di−1
Y ′ , Y ′i and f i for i ≤ n. We have

Ker(dnY ) = Im(dn−1
Y ) (because Hn(Y •) = 0 if n ≥ 1, and because Ker(d0

Y ) = X if n = 0),
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so the canonical morphism Coker dn−1
Y → Y n+1 is injective. We choose a monomorphism

Y n+1⊕Coker dn−1
Y

Coker dn−1
Y ′ → Y ′n+1 with Y ′n+1 ∈ Ob(C ); we have obvious morphisms

fn+1 : Y n+1 → Y ′n+1 and Coker dn−1
Y ′ → Y ′n+1, and composing the second one with the

canonical surjection Y ′n → Coker dn−1
Y ′ gives a morphism dnY ′ : Y ′n → Y ′n+1.

Y n+1 //

fn+1

**

Y n+1 ⊕Coker dn−1
Y

Coker dn−1
Y ′
� � // Y ′n+1

Coker dn−1
Y

//
?�

OO

Coker dn−1
Y ′

OO

Y n
fn

//

OOOO

Y ′n

OOOO
dn
Y ′

;;

By Corollary II.2.1.16 again, the morphism Coker dn−1
Y ′ → Y n+1⊕Coker dn−1

Y
Coker dn−1

Y ′ is
injective, so Ker(dnY ′) = Im(dn−1

Y ′ ).

Example IV.4.1.14. (1) The Hochschild-Serre spectral sequence: Let G be a group and
K be a normal subgroup of G. We write A = Z[G]Mod and B = Z[G/K]Mod. We
want to apply the Grothendieck spectral sequence to the functors H0(K, ·) : A → B
and H0(G/K, ·) : B → Ab. We need to check that H0(K, ·) sends injective objects to
H0(G/K, ·)-acyclic objects. In fact, the functor H0(K, ·) even sends injective objects to
injective objects, because it is right adjoint to the forgetful functor B → A , which is
exact. (Use Lemma II.2.4.4.)

(2) The Čech cohomology to cohomology spectral sequence: Let C be a category with
fiber products, let T be a Grothendieck pretopology on C , and let X = (Xi → X)i∈I
be a covering family for this pretopology. We consider the inclusion functor
Φ : Sh(CT ,Z) → PSh(C ,Z) and the functor Ȟ0(X , ·) : PSh(C ,Z) → Ab. They
are both left exact, and their composition is the functor H0(X, ·) : Sh(CT ,Z) → Ab.
Moreover, the functor Φ sends injective objects to injective objects, because it has an exact
left adjoint (sheafification). So we get a Grothendieck spectral sequence:

Epq
2 = Ȟp(X , RqΦ(F ))⇒ Hp+q(X,F ),

for every abelian sheaf F on CT . Remember from Subsection IV.3.5 that RqΦ(F ) is the
presheaf Y 7−→ Hq(Y,F ).

In particular, we get canonical morphisms Ȟn(X ,F ) → Hn(X,F ): As we have a first
quadrant spectral sequence, En,0

∞ is isomorphic to a subobject of the limit Hn(X,F ), and
is a quotient of En,0

2 = Ȟn(X ,F ).
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IV.4.2 Construction

IV.4.2.1 Exact couples

Exact couples are the most general method for construction spectral sequences. We will not use
their full power, but we will start with them as a way to make the notation less complicated.

Notation IV.4.2.1. If A is an object of A and d ∈ EndA (A) is such that d ◦ d = 0, we write
H(A, d) = Ker d/ Im(d); if d is clear from the context, we write H(A) instead of H(A, d).

Definition IV.4.2.2. (i). A graded object of A is an objectA of A of the formA =
⊕

n∈ZA
n;

the subobject An is called the homogeneous part of degree n in A. If f : A → B is a
morphism between graded objects, we say that f is of degree d if f(An) ⊂ Bn+d for every
n ∈ Z.

(ii). A bigraded object of A is an object A of A of the form A =
⊕

n,m∈ZA
n,m; the subobject

An,m is called the homogeneous part of bidegree (n,m) in A. If f : A→ B is a morphism
between bigraded objects, we say that f is of bidegree (d, e) if f(An,m) ⊂ Bn+d,m+e for
all n,m ∈ Z.

Example IV.4.2.3. We can see a complex A• of objects of A as the graded object
A =

⊕
n∈ZA

n with an endomrophism d =
∑

n∈Z d
n
A of degree 1 such that d ◦ d = 0. Then

H(A, d) =
⊕

n∈Z Hn(A•).

We can also see a double complex A•,• as the bigraded object A =
⊕

n,m∈ZA
n,m, together

with two endomorphisms d1 =
∑

n,m d
n,m
1,A and d2 =

∑
n,m d

n,m
2,A of bidegrees (1, 0) and (0, 1)

respectively, and such that d1 ◦ d2 = d2 ◦ d1, d1 ◦ d1 = 0 and d2 ◦ d2 = 0.

We can generalize slightly the definition of a spectral sequence.

Definition IV.4.2.4. A spectral sequence starting at the page r0 ∈ N is the following data:

(a) for every integer r ≥ r0, an object Er of A and an endomorphism dr of Er such that
dr ◦ dr = 0;

(b) for every r ≥ r0, an isomorphism

Er+1 ' H(Er, dr)

(which we will often write as an equality).

Definition IV.4.1.1 corresponds to the particular case where each Er is bigraded, the endo-
morphism dr is of bidegree (r,−r + 1), and the isomorphism Er+1 ' H(Er, dr) is of bidegree
(0, 0).
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Definition IV.4.2.5. An exact couple is a triangle of morphisms of A :

(*) A
α // A

β
��

E

γ

__

such that Kerα = Im γ, Ker γ = Im β and Ker β = Imα.

Another way to think of the exact couple (*) is as the periodic acyclic complex:

. . .→ A
α→ A

β→ E
γ→ A

α→ A
β→ E

γ→ A
α→ A→ . . .

Proposition IV.4.2.6. We consider an exact couple (*). Let d = β ◦ γ ∈ EndA (E), and let
H(E) = H(E, d). Then the following triangle is an exact couple:

(**) α(A) α′ // α(A)
β′

{{

H(E)

γ′
cc

where the morphism α′ is the restriction of α, the morphism β′ is the unique morphism such that
β′ ◦ α : A→ H(E) is the morphism induced by β, and the morphism γ′ is induced by γ|Ker d.

This is called the derived exact couple of (*).

Proof. As γ ◦ β = 0, we have d ◦ β = 0 and γ ◦ d = 0. In particular, Im β ⊂ Ker d, so β does
induce a morphism A → H(E). Also, the restriction of this morphism to Im γ is 0, because
β(Im γ) = Im(β ◦ γ) = Im d; as Im γ = Kerα, there is unique morphism β′ : α(A) → H(E)
such that β′ ◦ α is the morphism A → H(E) induced by β. On the other hand, the morphism
γ sends Ker d to Ker β = Imα (because β ◦ γ = d is 0 on Ker d); as γ ◦ d = 0, we have
γ(Im d) = 0, so γ|Ker d does induce a morphism γ′ : H(E)→ α(A).

Consider the commutative diagram:

0

��

0

��

α(A) α′ //

��

Ker β′��

��

0 // Im γ //

β

��

A
α //

β

��

α(A) //

β′

��

0

0 // Im(d) // Ker(d) // H(E) // 0
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As d = β ◦ γ, the morphism Im γ → Im d induced by β is surjective, so the
snake lemma implies that the morphism α(A) → Ker β′ induced by α′ is surjec-
tive, that is, that Imα′ = Ker β′. Another application of the snake lemma shows
that Kerα′ = Ker(β : Im γ → Im d) = Ker β ∩ Im γ; on the other hand,
Im(γ′) = γ(Ker d) = γ(Ker(β ◦ γ)) = Ker β ∩ Im(γ), so Kerα′ = Im γ′. Finally, we have:

Ker γ′ = (Ker γ ∩Ker d)/ Im d = Ker γ/ Im d = Im β/ Im d = Im β′.

Definition IV.4.2.7. We consider an exact couple (*) as in Definition IV.4.2.5. The spectral
sequence of this exact couple is the spectral sequence starting at the first page defined inductively
as follows:

(a) E1 = E, d1 = β ◦ γ;

(b) E2 = H(E), d2 = β′ ◦ γ′;

(c) E3 = H(H(E)), d3 = β′′ ◦ γ′′;

(d) etc.

Definition IV.4.2.8. Suppose that (Er, dr)r≥1 is a spectral sequence starting at the first page. We
define subobjects Zr ⊃ Br of E1 such that Zr/Br ' Er inductively on r llows:

(a) Z1 = E1, B1 = 0;

(b) for every r ≥ 1,

Zr+1 = Ker(Zr → Zr/Br ' Er
dr→ Er ' Zr/Br);

Br+1/Br = Im(Zr → Zr/Br ' Er
dr→ Er ' Zr/Br).

Note that Zr+1/Zr ' Ker(dr) and Br+1/Br ' Im(dr), so we do get an isomorphism
Zr+1/Br+1 ' H(Er, dr) ' Er+1.

We also set Z∞ =
⋂
r≥1 Zr (the product of all the Zr over E1), B∞ =

⋃
r≥1Br and

E∞ = Z∞/B∞.

Proposition IV.4.2.9. Suppose that we are in the situation of Definition IV.4.2.7. Then, for every
r ≥ 0, and we have:

Zr+1 = γ−1(Im(αr))

and
Br+1 = β(Ker(αr)),

and the (r + 1)st derived couple of (*) is

(*) αr(A)
αr // αr(A)

βr{{

Er+1

γr

cc
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where:

- αr is the restriction of α;

- γr is induced by γ : Zr = γ−1(αr(A))→ αr(A);

- βr is the unique morphism such that βr ◦ αr is the morphism A → Er+1 induced by
β : A→ Zr+1 (we have Im β ⊂ Zr+1 = γ−1(Im(αr)) because γ ◦ β = 0).

Proof. We prove the statement by induction on r. If r = 0, then α0 = idA, so
γ−1(Im(α0)) = γ−1(A) = E = Z1, and β(ker(α0)) = β(0) = 0 = B1. The description of
E1 is the definition of the exact couple (*).

Suppose that we have proved the statement for some r ≥ 0. Then we have

Zr+2 = Ker(Zr+1 → Er+1
βr◦γr→ Er+1).

Unpacking the definitions (and using the Freyd-Mitchell embedding theorem, i.e. Theorem
III.3.1), to pretend that our objects have elements, we get

Zr+2 = {e ∈ E | ∃a ∈ A and b ∈ Ker(αr), γ(e) = αr(a) and β(a) = β(b)}
= {e ∈ E | ∃a ∈ A, γ(e) = αr(a) and β(a) = 0} (replace a by a− b)
= {e ∈ E | ∃a ∈ Im(α), γ(e) = αr(a)} (Ker β = Imα)

= γ−1(Im(αr+1)).

Also, still pretending that our objects have elements, we see that e ∈ E is in Br+2 if and only
if there exist f ∈ E, a ∈ A and b ∈ Ker(αr) such that γ(f) = αr(a) and β(a) = e + β(b);
replacing a by a− b, we may assume that b = 0; also, the condition that there exist f ∈ E such
that αr(a) = γ(f) means that αr(a) ∈ Im(γ) = Ker(α). So

Br+2 = {e ∈ E | ∃a ∈ A, αr(a) ∈ Kerα and β(a) = e}
= β(Ker(αr+1)).

The formulas for the (r + 2)th derived exact couple follow immediately from the inductino
hypothesis and the definition of a derived exact couple.

IV.4.2.2 Construction of exact couples

Definition IV.4.2.10. Let F be an object of A and d, α ∈ EndA (F ) such that:

(a) d ◦ d = 0;

(b) α is injective;

(c) d ◦ α = α ◦ d.
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We write F = F/α(F ); by condition (c), the morphism d induces d : F → F such that d◦d = 0,
and α induces an endomorphism of H(F, d), still denoted by α. We write H(F ) = H(F, d) and
H(F ) = H(F , d). Then we have an exact sequence of complexes:

...

��

...

��

...

��

0 // F
α //

d

��

F //

d

��

F //

d
��

0

0 // F
α //

d

��

F //

d

��

F //

d
��

0

0 // F α //

d

��

F //

d

��

F //

d
��

0

0 // F α //

d
��

F //

d
��

F //

d
��

0

...
...

...

and the corresponding long exact sequence of cohomology is 3-periodic, hence is an exact cou-
ple:

H(F ) α // H(F )

β{{

H(F )

γ

cc

The corresponding spectral sequence is called the spectral sequence of α on (F, d). We can
even start it on the 0th page: we have E0 = F , E1 = H(F ) etc.

We now see a way to construct a triple (F, d, α) as above. We consider an object G of A
with a decreasing filtration Fil•G; this means that we have subobjects FilpG, for p ∈ Z, such
that Filp+1G ⊂ FilpG. 5 Let d ∈ EndA (G) be such that d ◦ d = 0 and d(FilpG) ⊂ FilpG for
every p ∈ Z. We take F =

⊕
p∈Z FilpG, with the endomorphism d equal to d : FilpG → FilpG

on each component. Let α : F → F be the sum of the inclusions FilpG ⊂ Filp−1G. Then
F = F/α(F ) =

⊕
p∈Z GrpG, where GrpG = FilpG/Filp−1G.

The triple (F, d, α) clearly satisfies the conditions of Definition IV.4.2.10. The spectral se-
quence of α on F is also called the spectral sequence of (G,Fil•G, d).

5Note that we are using superscripts for decreasing filtrations and subscripts for increasing filtration. This is a
somewhat standard convention.
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Proposition IV.4.2.11. For every r ≥ 0 and every p ∈ Z, let

Zp
r =

(FilpG ∩ d−1(Filp+rG)) + Filp+1G

Filp+1G
⊂ GrpG ⊂ F

and

Bp
r =

(FilpG ∩ d(Filp−r+1G)) + Filp+1G

Filp+1G
⊂ GrpG ⊂ F .

We write Ep
r = Zp

r /B
p
r , and we denote by dpr the morphism Ep

r → Ep+r
r induced by

d : FilpG ∩ d−1(Filp+rG)→ Filp+rG ∩ d−1(Filp+2rG).

Then the rth page of the spectral sequence of (G,Fil•G, d) is isomorphic to
(
⊕

p∈ZE
p
r ,
∑

p∈Z d
p
r); if r ≥ 1, Zr is isomorphic to the image of

⊕
p∈Z Z

p
r in H(F ) and Br

is isomorphic to the image of
⊕

p∈ZB
p
r in H(F ).

Proof. For r = 0, the statement is just the definition of F and of d0 = d.

Let r ≥ 1. We denote by Z ′r and B′r the inverse images of Zr, Br ⊂ E1 = H(F ) in E0 = F .
We use the descriptions of Zr, Br and dr from Proposition IV.4.2.9, and we use the Freyd-
Mitchell embedding theorem to pretend that we are in a category of modules. By the definition
of the long exact sequence of cohomology (see the proof of Corollary IV.2.2.6), the morphism
γ : H(F ) → H(F ) is given by the following procedure: take z ∈ H(F ), lift it to z′ ∈ F ,
lift z′ to z′′ ∈ F , and take the image of d(z′′) ∈ Ker d in H(F ). So, by the formula of Propo-
sition IV.4.2.9, the subobject Z ′r of F is the set of z′ ∈ F that have a lift z ∈ F such that
d(z) ∈ αr−1(F ) =

⊕
p∈Z Filp+rG; this gives the identity Z ′r =

⊕
p∈Z Z

p
r . As for Br, the formula

of Proposition IV.4.2.9 says that an element z of H(F ) is in Br if and only if it the image by
β : H(F )→ H(F ) of an element of z′ ∈ H(F ) such that αr−1(z′) = 0 in H(F ); this means that
there exists z′′ ∈ F (lifting z′ and hence also z) such that d(z′′) = 0 and αr−1(z′′) ∈ d(F ). If we
write z =

∑
p∈Z z

p where zp ∈ H(GrpG) for every p ∈ Z and z′′ =
∑

p∈Z z
′′p with z′′ ∈ FilpG

for every p ∈ Z, then z′′p lifts zp and the condition on z′′ is that αr−1z′′p, which is z′′p seen as
an element of Filp−r+1G, is in d(Filp−r+1G). So we get B′r =

⊕
p∈ZB

p
r . The last statement

follows immediately from the formula for dr in Proposition IV.4.2.9 and from the description of
γ : H(F )→ H(F ) given above.

Corollary IV.4.2.12. For every p ∈ Z, letMp =
⋂
r≥0((FilpG∩d−1(Filp+rG))+Filp+1G) ⊂ FilpG

and Np =
⋃
r≥0((FilpG ∩ d(Filp−r+1G)) + Filp+1G) ⊂ FilpG. Then

⋂
r≥0 Z

p
r = Mp/Filp+1G,⋃

r≥0B
p
r = Np/Filp+1G, andE∞ is isomorphic to

⊕
p∈ZE

p
∞, whereEp

∞ = Zp
∞/B

p
∞ = Mp/Np.

Definition IV.4.2.13. We define a decreasing filtration Fil•H(G) on H(G) = H(G, d) by

FilpH(G) = Im(H(FilpG, d)→ H(G, d)),

where the morphism is the image by H of the inclusion FilpG ⊂ G. For every p ∈ Z, we also
write Grp H(G) = FilpH(G)/Filp+1H(G).
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For every p ∈ Z, let Kp = FilpG ∩ Ker d. Then FilpH(G) is the image of Kp ⊂ Ker d in
H(G), so FilpH(G) = Kp/(d(G) ∩ FilpG), and

Grp H(G) = Kp/(Kp+1 + (d(G) ∩ FilpG)) = (Kp + Filp+1G)/((FilpG ∩ d(G)) + Filp+1G)

(where the second equality holds becauseKp+1+(d(G)∩FilpG) = Kp∩((FilpG+d(G))+Filp+1G)).
Observing that Kp+Filp+1G ⊂Mp and Np ⊂ Filp+1G+(FilpG∩d(G)), we see that Grp H(G)
is canonically identified to a subquotient of Ep

∞.

Corollary IV.4.2.14. Suppose that
⋂
p∈Z FilpG = 0 and

⋃
p∈Z FilpG = G (in other words,

the filtration on G is separated and exhaustive). Then the spectral sequence of (G,Fil•G, d)
converges to

⊕
p∈Z GrpG if and only if⋂

p∈Z

((FilpG ∩Ker(d)) + d(G)) = d(G)

and, for every p ∈ Z,

(*)
⋂
r≥0

((FilpG ∩ d−1(Filp+rG)) + Filp+1G) = (FilpG ∩Ker d) + Filp+1G.

Proof. As the filtration on G exhaustive, so is the filtration on H(G). The first identity says
exactly that the filtration on H(G) is separated.

By the discussion above, we have Ep
∞ = Grp H(G) and if and only (*) and

(**)
⋃
r≥0

((FilpG ∩ d(Filp−r+1G)) + Filp+1G) = (FilpG ∩ d(G)) + Filp+1G.

hold, and (**) is an easy consequence of the fact that G =
⋃
n∈Z FilnG.

IV.4.2.3 The spectral sequence of a filtered complex

We go one step further: we still assume that we have a triple (G,Fil•G, d) as in the previous
subsection, but we now also assume that G =

⊕
n∈ZG

n is a complex and that d is its differential
(see Example IV.4.2.3); we also assume that FilpG =

⊕
n∈Z FilpGn for every p ∈ Z, where

FilpGn = (FilpG) ∩Gn. Let (Er, dr)r≥0 be the spectral sequence of (G,Fil•G, d).

All the formulas of the last subsection have obvious bigraded versions:

Proposition IV.4.2.15. We have Zp
r =

⊕
q∈Z Z

pq
r , Bp

r =
⊕

q∈ZB
pq
r and Ep

r =
⊕

q∈ZE
pq
r , where

Zpq
r =

(FilpGp+q ∩ d−1(Filp+rGp+q+1)) + Filp+1Gp+q

Filp+1Gp+q
⊂ GrpGp+q,
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Zpq
r =

(FilpGp+q ∩ d(Filp−r+1Gp+q+1)) + Filp+1Gp+q

Filp+1Gp+q
⊂ GrpGp+q

and
Epq
r = Zpq

r /B
pq
r .

Moreover, the morphism dr : Er → Er is the sum of the morphisms dpqr : Epq
r → Ep+r,q−r+1

r

induced by d : FilpGp+q ∩ d−1(Filp+rGp+q+1)→ Filp+rGp+q+1 ∩ d−1(Filp+2rGp+q+1) (note that
p+ q + 1 = (p+ r) + (q − r + 1)).

We also have Ep
∞ =

⊕
q∈ZE

p,q
∞ , where

Ep,q
∞ =

⋂
r≥0((FilpGp+q ∩ d−1(Filp+rGp+q+1)) + Filp+1Gp+q)⋃
r≥0((FilpGp+q ∩ d(Filp−r+1G)p+q−1) + Filp+1Gp+q)

.

Finally, for every p ∈ Z, we have Grp H(G) =
⊕

n∈Z Grp Hn(G), with

Grp Hn(G) =
(FilpGn ∩Ker d) + (Gn ∩ Im d)

Gn ∩ Im d
.

Corollary IV.4.2.16. The spectral sequence of (G,Fil•G, d) is functorial in the data, that is,
every morphism of complexes f : (G, d)→ (G′, d′) such that f(FilpG) ⊂ FilpG′ for every p ∈ Z
induces a morphism of spectral sequences.

We finally address the problem of convergence.

Definition IV.4.2.17. Let A be an object of A and Fil•A be a decreasing filtration on A. We say
that this filtration is finite if FilpA = A for p << 0 and FilpA = 0 for p >> 0.

A finite filtration is automatically separated and exhaustive.

Proposition IV.4.2.18. Let (G,Fil•G, d) be as before, and let (Er, dr) be the associated spectral
sequence.

(i). Suppose that, for every n ∈ Z, we have FilpGn = 0 for p >> 0 and Gn =
⋃
p∈Z FilpGn.

Then the spectral sequence converges to
⊕

n∈Z Hn(G).

(ii). Suppose that the filtration Fil•Gn is finite for every n ∈ Z. Then:

a) For every n ∈ Z, there are only finitely many nonzeroEp,n−p
0 (we say that the spectral

sequence is bounded).

b) The filtration Fil•Hn(G) is finite for every n ∈ Z.

c) The spectral sequence converges to
⊕

n∈Z Hn(G).

Remark IV.4.2.19. The boundedness of the spectral sequence in (ii) implies that, for all p, q ∈ Z,
there exists s ∈ N such that dp,qr = 0 and dp−r,q+r−1

r = 0 for r ≥ s, hence Epq
∞ = Epq

r = Epq
s for

r ≥ s.
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Indeed, for (p, q) ∈ Z, let n = p + q, and let I ⊂ Z2 be a finite set such that Ea,b
0 = 0 if

a+ b ∈ {n− 1, n, n+ 1} and (a, b) 6∈ I . As Ea,b
r is isomorphic to a subquotient of Ea,b

0 , we also
have Ea,b

r = 0 if a + b ∈ {n − 1, n, n + 1} and (a, b) 6∈ I , for every r ≥ 0. In particular, there
exists s ∈ N such that, if r ≥ s, then (p + r, q − r + 1) and (p − r, q + r − 1) are not in I , and
so dp,qr = 0 and dp−r,q+r−1

r = 0.

Proof of the proposition. To prove (i), we check the conditions of Corollary IV.4.2.14. The hy-
pothesis implies immediately that the filtration Fil•G is separated and exhaustive. We have⋂

p∈Z

((FilpG ∩Ker d) + d(G)) =
⊕
n∈Z

⋂
p∈Z

((FilpGn ∩Ker d) + d(Gn−1)).

If n ∈ Z is fixed, then FilpGn = 0 for p big enough, so⋂
p∈Z((FilpGn ∩Ker d) + d(Gn−1)) = d(Gn−1). Hence⋂

p∈Z

((FilpG ∩Ker d) + d(G)) = d(G).

We finally check identity (*) of Corollary IV.4.2.14. Let p ∈ Z. Then⋂
r≥0

((FilpG ∩ d−1(Filp+rG)) + Filp+1G) =
⊕
n∈Z

⋂
r≥0

((FilpGn ∩ d−1(Filp+rGn+1)) + Filp+1Gn).

If we fix n ∈ Z, then Filp+rGn−1 = 0 for r big enough, so⋂
r≥0

((FilpGn ∩ d−1(Filp+rGn+1)) + Filp+1Gn) = (FilpGn ∩Ker d) + Filp+1Gn.

Summing over all n ∈ Z gives⋂
r≥0

((FilpG ∩ d−1(Filp+rG)) + Filp+1G) = (FilpG ∩Ker d) + Filp+1G,

which is (*).

We prove (ii). The convergence follows from (i) We have Ep,n−p
0 = GrpGn. If n is fixed, only

a finite number of GrpGn are nonzero by assumption, so we get (a). Point (b) is immediate from
the last formula of Proposition IV.4.2.15.

IV.4.2.4 The spectral sequences of a double complex

We are finally ready to construct the two spectral sequences of a double complex. Let X be a
double complex of objects of A . We consider the complex G = Tot(X), with the two filtrations
IFil•G and IIFil•G given by

IFilpGn
⊕

a+b=n, a≥p

Xa,b
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and
IFilpGn

⊕
a+b=n, b≥p

Xa,b.

These filtrations are separated and exhaustive. Also, it is clear that dnG(IFilpGn) ⊂ IFilpGn+1

and dnG(IIFilpGn) ⊂ IIFilpGn+1. So we get two spectral sequences, which we denote by IE and
IIE. We calculate their first pages using Proposition IV.4.2.15. For example, this proposition
gives

IEp,q
0 =

(FilpGp+q ∩ d−1(FilpGp+q+1)) + Filp+1Gp+q

Filp+1Gp+q
= FilpGp+q/Filp+1Gp+q = Xp,q.

The differential of E0 is the morphism Epq
0 → Ep,q+1

0 induce by d, that it, dp,q2,X . The same
proposition gives

IZp,q
1 =

(FilpGp+q ∩ d−1(Filp+1Gp+q+1)) + Filp+1Gp+q

Filp+1Gp+q

and
IBp,q

1 =
(FilpGp+q ∩ d(FilpGp+q−1)) + Filp+1Gp+q

Filp+1Gp+q
.

So

IZp,q
1 = Xp,q ∩ d−1Xp+1,q = {x ∈ Xp,q | dp,q1,X(x) + (−1)pdp,q2,X(x) ∈ Xp+1,q} = Ker(dp,q2,X),

and
IBp,q

1 = Xp,q ∩ d(Xp,q−1) = Xp,q ∩ dp,q−1
2,X (Xp,q−1) = Im(dp,q−1

2,X ),

and finally
IEp,q

1 = Hq(Xp,•, dp,•2,X).

Also, the differential of IE1 is induced by d, so dpq1 : IEpq
1 → IEp+1,q

1 is (−1)pdp,q1,X . This gives
the formulas of Theorem IV.4.1.7 for IE0 and IE1. The proof of the formulas for IIE0 and IIE1

is similar, we just invert the roles of p and q.

We still need to prove the convergence results of Theorem IV.4.1.7. The proofs of points (i)
and (ii), so we just prove (i). Suppose that Xp,q = 0 for all p > 0 or for all q < 0. Let n ∈ Z.
Then Xp,n−p = 0 for p big enough (in the first case, take p > 0, in the second case, take p > n),
so the filtration IFil•G satisfies the hypothesis of part (i) of Proposition IV.4.2.18, which implies
that the spectral sequence IE converges. We now assume that we are in acse (iii) of Theorem
IV.4.1.7. Then the filtrations IFil•Gn and IIFil•Gn of Gn are finite for every n ∈ Z, so we can
apply part (ii) of Proposition IV.4.2.18.
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V.1 Triangulated categories

V.1.1 Definition

In this subsection, we fix an additive category D and an auto-equivalence T of D .

Definition V.1.1.1. A triangle in D is a sequence of morphisms X
f→ Y

g→ Z
h→ T (X). A

morphism of triangles is a commutative diagram

X //

u

��

Y //

��

Z //

��

T (X)

T (u)
��

X ′ // Y ′ // Z ′ // T (X ′)

Remark V.1.1.2. Let X
f→ Y

g→ Z
h→ T (X) be a triangle. Then it is isomorphic to

X
f→ Y

−g→ Z
−h→ T (X), but not to X

−f→ Y
−g→ Z

−h→ T (X) in general.

Example V.1.1.3. Let C be an additive category and ∗ ∈ {+,−, b,∅}. If we take D = K∗(A )

and T = [1], then a triangle is often written X
f→ Y

g→ Z
+1→.

Definition V.1.1.4. A triangulated category is an additive category D with an auto-equivalence
T and a family of triangles called distinguished triangles or exact triangles, satisfying the fol-
lowing axioms:

(TR0) Any triangle that is isomorphic to a distinguished triangle is distinguished.

(TR1) For every X ∈ Ob(D), the triangle X idX→ X → 0→ T (X) is distinguished.

(TR2) For every morphism f : X → Y in D , there exists a distinguished triangle
X

f→ Y → Z → T (X).

(TR3) A triangle X
f→ Y

g→ Z
h→ T (X) is distinguished if and only if the triangle

Y
g→ Z

h→ T (X)
−T (f)→ T (Y ) is.

(TR4) Given two distinguished triangles X
f→ Y

g→ Z
h→ T (X) and X ′

f ′→ Y ′
g′→ Z ′

h′→ T (X ′)
and two morphisms u : X → X ′ and v : Y → Y ′ such that v ◦ f = f ′ ◦ u′, there exists a

147



V Derived categories

morphism w : Z → Z ′ such that the following diagram commutes (hence is a morphism
of triangles):

X
f
//

u

��

Y
g
//

v

��

Z
h //

w

��

T (X)

T (u)
��

X ′
f ′
// Y ′

g′
// Z ′

h′
// T (X ′)

(TR5) (Octahedral axiom.) Given three distinguished triangles

X
f→ Y

h→ Z ′
h→ T (X),

Y
g→ Z

k→ X ′
h′→ T (Y )

and
X

g◦f→ Z
l→ Y ′

h→ T (X),

there exists a distinguished triangle Z ′ u→ Y ′
v→ X ′ → T (Z ′) such that the following

diagram commutes:

X
f
//

idX
��

Y
h //

g

��

Z ′ //

u

��

T (X)

idT (X)

��

X
g◦f
//

f

��

Z l //

idZ
��

Y ′ //

v

��

T (X)

T (f)

��

Y
g
//

h
��

Z k //

l
��

X ′ //

idX′
��

T (Y )

T (h)

��

Z ′ u // Y ′ v // X ′ w // T (Z ′)

Remark V.1.1.5. (1) The morphism w in (TR4) is not unique, and neither are the distinguished
triangle Z ′ u→ Y ′

v→ X ′ → T (Z ′) in (TR5). This causes many problems.

(2) The object Z in (TR2) is unique up to isomorphism by Corollary V.1.1.12, but that isomor-
phism is not necessarily unique. This also causes many problems.

(3) Condition (TR5) is called the octahedral axiom because we can think of it as asserting the
existence of the top face in the following octahedron:

Y ′

v

!!

��

Z ′

��

u
>>

X ′oo

��

X //

f
  

Z

OO

XX

Y

XX

g

==
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V.1 Triangulated categories

Remark V.1.1.6. If D is a triangulated category, then Dop also is, for the auto-equivalence
T−1 (where T−1) is s quasi-inverse of T ) and the class of distinguished triangles

Zop
gop

→ Y op fop

→ X
T−1(hop)→ T−1(Z) and where X

f→ Y
g→ Z

h→ T (X) and is a distinguished
triangle in D . 1

Example V.1.1.7. The main example of a triangulated category is the homotopy categoryK∗(C )
of an additive category, with ∗ ∈ {+,−, b,∅}, with T = [1] and distinguished triangles being

the triangles isomorphic toX
f→ Y

α(f)→ Mc(f)
β(f)→ X[1], for f : X → Y a morphism ofK∗(C ).

This is a nontrivial theorem and will be proved later. (See Theorem V.1.2.1.)

Before we show that our main example is indeed an example, we see some more definitions
and general results about triangulated categories.

Definition V.1.1.8. Let (D , T ) be a triangulated category.

(i). Let (D ′, T ′) be another triangulated category. A triangulated functor (or exact functor) is
an additive functor F : D → D ′ such that there exists an isomorphism F ◦ T ' T ′ ◦ F
and that F sends distinguished triangles in D to distinguished triangles in D ′.

(ii). A triangulated subcategory of D is a subcategory D ′ of D that is triangulated and such
that the inclusion functor D ′ → D is triangulated.

(iii). If A is an abelian category, a cohomological functor from D to A is an additive functor
H : D → A such that, for every distinguished triangle X

f→ Y
g→ Z

h→ T (X) in D , the
sequence H(X)→ H(Y )→ H(Z) is exact.

Remark V.1.1.9. By (TR3), if H : D → A is a cohomological functor, then we get a long exact
sequence

. . .→ H(X)→ H(Y )→ H(Z)→ H(T (X))→ H(T (Y ))→ H(T (Z))→ H(T (T (X)))→ . . .

(The sequence continues on the left too because T is an equivalence.)

Example V.1.1.10. Let ∗ ∈ {+,−, b,∅}.

(1) If F : C → C ′ is an additive functor between two additive categories, then the functor
K(F ) : K∗(C )→ K∗(C ′) is triangulated.

(2) If A is an abelian category, then the functor H0 : K∗(A ) → A is triangulated by Corol-
lary IV.2.2.8.

We now fix a triangulated category (D , T ).

Proposition V.1.1.11. (i). IfX
f→ Y

g→ Z
h→ T (X) is a distinguished triangle, then g◦f = 0.

1Technically, the morphism T−1(hop) goes from T−1(T (X)) to T−1(Z), so we have to compose it with the
isomorphism X

∼→ T−1(T (X)).
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(ii). For every object W of D , the functors HomD(Z, ·) : D → Ab and
HomD(·,W ) : Dop → Ab are cohomological.

Proof. (i). By (TR1) and (TR4), there is a commutative diagram

X
idX //

idX
��

X //

f

��

0 //

��

T (X)

idT (X)

��

X
f
// Y g

// Z
h
// T (X)

This shows that g ◦ f = 0.

(ii). We show that HomD(W, ·) is cohomological. (The case of HomD(·,W ) follows by doing
the same proof in the opposite category.) Let X

f→ Y
g→ Z

h→ T (X) be a distinguished
triangle. We want to show that the sequence of abelian groups

HomD(W,X)
f∗→ HomD(W,Y )

g∗→ HomD(W,Z)

is exact. The fact that g∗ ◦ f∗ = 0 follows from point (i). Let u ∈ Ker(g∗). Then u is a
morphism from W to Y such that g ◦ u = 0. By (TR1), (TR3) and (TR4), there exists a
morphism of distinguished triangles

W
idW //

v

��

W

u

��

// 0 //

��

T (W )

T (v)
��

X
f
// Y g

// Z
h
// T (X)

In particular, this gives a morphism v ∈ HomD(W,X) such that f∗(v) = u, so u ∈ Im(f∗).

Corollary V.1.1.12. Let

X
f
//

u

��

Y
g
//

v

��

Z
h //

w

��

T (X)

T (u)
��

X ′
f ′
// Y ′

g′
// Z ′

h′
// T (X ′)

be a morphism of distinguished triangles. If u and v are isomorphisms, then so is w.

Proof. Let W be an object of D . By Proposition V.1.1.11, we have a commutative diagram with
exact rows:

HomD(W,X)
f∗
//

u∗
��

HomD(W,Y )
g∗
//

v∗
��

HomD(W,Z)
h∗ //

w∗
��

HomD(W,T (X))
T (f)∗
//

T (u)∗
��

HomD(W,T (Y ))

T (v)∗
��

HomD(W,X ′)
f ′∗

// HomD(W,Y ′)
g′∗

// HomD(W,Z ′)
h′∗

// HomD(W,T (X ′))
T (f ′)∗
// HomD(W,T (Y ′))
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V.1 Triangulated categories

By the five lemma (Corollary IV.2.2.2), the morphism w∗ = HomD(W,w) is an isomorphism.
By the Yoneda lemma (Corollary I.3.2.3), this implies that w is an isomorphism.

Corollary V.1.1.13. Let D ′ be a full triangulated subcategory of D .

(i). Let X
f→ Y → Z → T (X) be a triangle in D ′, and suppose that this triangle is distin-

guished in D . Then it is also distinguished in D ′. (Note that the converse is also true, by
the definition of a triangulated subcategory.)

(ii). Let X → Y → Z → T (X) be a distinguished triangle in D . If X, Y ∈ Ob(D ′), then
there exists an object Z ′ of D ′ and an isomorphism Z ' Z ′.

Proof. (i). By (TR2), there exists a distinguished triangle X
f→ Y → Z ′ → T (X) in D ′. By

(TR4), the identity morphisms of X and Y extend to a morphism between this triangle and
X

f→ Y → Z → T (X) and, by Corollary V.1.1.12, this morphism is an isomorphism. So
the triangle X

f→ Y → Z → T (X) is distinguished in D ′ by (TR0).

(ii). We proved this during the proof of (i).

Corollary V.1.1.14. Let f : X → Y be a morphism of D . Then f is an isomorphism if and only
if there exists a distinguished triangle X

f→ Y → Z → T (X) with Z = 0.

Proof. See Problem A.8.2.

V.1.2 The homotopy category

Let C be a triangulated category, and let ∗ ∈ {+,−, b,∅}. We consider the auto-equivalence
T = [1] of K∗(C ), and we say that a triangle in K∗(C ) is distinguished if it is isomorphic to a
mapping cone triangle, that is, a triangle of the form

X
f→ Y

α(f)→ Mc(f)
β(f)→ X[1],

for f : X → Y a morphism of K∗(C ).

Theorem V.1.2.1. This makes K∗(C ) into a triangulated category.

Lemma V.1.2.2. Let f : X → Y be a morphism in C(C ), and consider the mapping cone
triangle

X
f→ Y

α(f)→ Mc(f)
β(f)→ X[1].

151



V Derived categories

Then there exists a morphism u : X[1]→ Mc(α(f)) such that u is an isomorphism in K(C ) and
that the following diagram commutes in K(C ):

Y
α(f)

//

idY
��

Mc(f)
β(f)

//

idMc(f)

��

X[1]
−f [1]

//

u

��

Y [1]

idY [1]

��

Y
α(f)

//Mc(f)
α(α(f))

//Mc(α(f))
β(α(f))

// Y [1]

Proof. By definition of the mapping cone, we have, for every n ∈ Z,

Mc(α(f))n = Y n+1 ⊕Mc(f)n = Y n+1 ⊕Xn+1 ⊕ Y n

and

dnMc(α(f)) =

−dn+1
Y 0 0
0 −dn+1

X 0
idY n+1 fn+1 dnY

 .

We define un : X[1]n → Mc(α(f))n and vn : Mc(α(f))n → X[1]n by

un =

−fn+1

idXn+1

0

 and vn =
(
0 idXn+1 0

)
.

Straightforward calculations show that the families (un)n∈Z and (vn)n∈Z define morphisms of
complexes u : X[1] → Mc(α(f)) and v : Mc(α(f)) → X[1], that v ◦ u = idX[1], that
v ◦ α(α(f)) = β(f) and that β(α(f)) ◦ u = −f [1]. To finish the proof, it suffices to show
that u ◦ v is homotopic to idMc(α(f)). Define sn : Mc(α(f))n → Mc(α(f))n−1 by

sn =

0 0 idY n
0 0 0
0 0 0

 .

Then we have, for every n ∈ Z,

idMc(α(f))n − un ◦ vn = sn+1 ◦ dnMc(α(f)) + dn−1
Mc(α(f)) ◦ s

n.

Proof of Theorem V.1.2.1. We check properties (TR0)-(TR5) of Definition V.1.1.4. Properties
(TR0) and (TR2) are clear, and (TR3) follows immediately from Lemma V.1.2.2. Let X be an
object of K∗(C ).The mapping cone triangle corresponding to the unique morphism from 0 to
X is 0 → X

idX→ X → 0[1] = 0; this triangle is distinguished, and by (TR2), so is the triangle
X

idX→ X → 0→ X[1]. So we get (TR1).
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We prove (TR4). We may assume that the two triangles are mapping cone triangles, that is, of

the form X
f→ Y

α(f)→ Mc(f)
β(f)→ X[1] and X ′

f→ Y ′
α(f ′)→ Mc(f ′)

β(f ′)→ X ′[1]. Let u : X → X ′

and v : Y → Y ′ be morphisms such that v ◦ f = f ′ ◦ u in K∗(C ). This means that there exist
morphisms sn : Xn → Y ′n−1, for n ∈ Z, such that vn ◦ fn − f ′n ◦ un = sn+1 ◦ dnX + dn−1

Y ′ ◦ sn.
We define wn : Mc(f)n = Xn+1 ⊕ Y n → Mc(f ′)n = X ′n+1 ⊕ Y ′n by

wn =

(
un+1 0
sn+1 vn

)
.

Then it is easy to check that this defines a morphism of complexes w : Mc(f) → Mc(f ′) and
that we have w ◦ α(f) = α(f ′) ◦ v and u[1] ◦ β(f) = β(f ′) ◦ w. (This even holds in C(C ).)

We finally prove (TR5). We may again assume that the triangles appearing in the state-

ment are mapping cone triangles, so they are of the form X
f→ Y

α(f)→ Z ′
β(f)→ X[1] with

Z ′ = Mc(f), Y
g→ Z

α(g)→ X ′
β(g)→ Y [1] with X ′ = Mc(g), and X

g◦f→ Z
α(g◦f)→ Y ′

β(g◦f)→ X[1]
with Y ′ = Mc(g ◦ f). We define morphisms of complexes u : Z ′ → Y ′ and v : Y ′ → X ′

by taking un : Z ′n = Xn+1 ⊕ Y n → Y ′n = Xn+1 ⊕ Zn equal to
(

idXn+1 0
0 gn

)
and

vn : Y ′n = Xn+1 ⊕ Zn → X ′n = Y n+1 ⊕ Zn equal to
(
fn+1 0

0 idZn

)
. We also de-

fine w : X ′ → Z ′[1] as the composition X ′
β(g)→ Y [1]

α(f)[1]→ Z ′[1]. Then it is clear that
the diagram appearing in (TR5) is commutative, so we just need to check that the triangle
Z ′

u→ Y ′
v→ X ′

w→ Z ′[1] is distinguished. This will follow if we can construct two isomor-
phisms ϕ : Mc(u) → X ′ and ψ : X ′ → Mc(u) that are inverses of each other (in K∗(C )) and
such that ϕ ◦ α(u) = v and β(u) ◦ ψ = w. Remember that

Mc(u)n = Z ′
n+1 ⊕ Y ′n = Xn+2 ⊕ Y n+1 ⊕Xn+1 ⊕ Zn

and
X ′

n
= Y n+1 ⊕ Zn.

We take

ϕn =

(
0 idY n+1 fn+1 0
0 0 0 idZn

)
and


0 0

idY n+1 0
0 0
0 idXn+1

 .

This defines morphisms of complexes ϕ and ψ such that ϕ ◦ α(u) = v, β(u) ◦ ψ = w
and ϕ ◦ ψ = idX′ . (Even in C(C ).) We show that ψ ◦ ϕ = idMc(u) in K∗(C ). Define
sn : Mc(u)n → Mc(u)n−1 by

sn =


0 0 idXn+1 0
0 0 0
0 0 0
0 0 0

 .
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Then we have idMc(u)n = ψn ◦ ϕn = sn+1 ◦ dnMc(u) + dn−1
Mc(u) ◦ sn, so we are done.

Proposition V.1.2.3. Let A be an abelian category.

(i). Let f : X → Y be a morphism in C(A ). Then f is a quasi-isomorphism if and only if
Mc(f) is quasi-isomorphic to 0.

(ii). Let 0→ X
f→ Y

g→ Z → 0 be an exact sequence in C(A ), and define u : Mc(f)→ Z by
un =

(
0 gn

)
. Then u is a quasi-isomorphism and u ◦ α(f) = g.

Proof. (i). This follows immediately from the long exact sequence of Corollary IV.2.2.8.

(ii). The fact that u ◦ α(f) = g is obvious. We have an exact sequence in C(A ):

0→ Mc(idX)
v→ Mc(f)

u→ Z → 0,

where vn : Mc(idX)n = Xn+1 ⊕ Xn → Mc(f)n = Xn+1 ⊕ Y n is define by

vn =

(
idXn+1 0

0 fn

)
. As Mc(idX) is quasi-isomorphic to 0 by (i), the long exact sequence

of cohomology (Corollary IV.2.2.6) shows that u is a quasi-isomorphism.

V.2 Localization of categories

V.2.1 Definition and construction

Let C be a category and W be a set of morphisms of C .

Definition V.2.1.1. A localization of C by W is a category C [W−1], together with a functor
Q : C → C [W−1], such that the following conditions hold:

(a) for every s ∈ W , the morphism Q(s) is an isomorphism;

(b) for any functor F : C → C ′ such that F (s) is an isomorphism for every s ∈ W , there
exists a functor FW : C [W−1]→ C ′ and an isomorphism FW ◦Q ' F ;

C
Q
//

F
��

C [W−1]

C ′
FW

::

(c) for any category C ′ and any functors G1, G2 : C [W−1]→ C ′, the map

HomFunc(C [W−1],C ′)(G1, G2)→ HomFunc(C ,C ′)(G1 ◦Q,G2 ◦Q)
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sending u : G1 → G2 to u ◦Q is bijective.

Remark V.2.1.2. By condition (c), the functor (·) ◦ Q : Func(C [W−1],C ′) → Func(C ,C ′) is
fully faithful, so the functor FW of (b) is unique up to unique isomorphism.

The following result follows immediately from the definition (and from Remark V.2.1.2).

Proposition V.2.1.3. (i). If a localization Q : C → C [W−1] exists, then it is unique up to an
equivalence of categories (and this equivalence is unique up to unique isomorphism).

(ii). Let W op be the set W , seen as a set of morphisms in C op. If a localization
Q : C → C [W−1] exists, then Qop = op ◦ Q ◦ op : C op → C [W−1]op is a localiza-
tion of C op by W op.

Theorem V.2.1.4. There exists a localization Q : C → C [W−1] of C by W .

Proof. For any X, Y ∈ Ob(C ), we write W op(X, Y ) = {f ∈ HomC (Y,X) | f ∈ W}; if
f : Y → X is an element of W , we denote the corresponding element of W op(X, Y ) by f .

Consider the directed graph C ′ defined by:

(1) Ob(C ′) = Ob(C );

(2) for all X, Y ∈ Ob(C ), HomC ′(X, Y ) = HomC (X, Y ) tW op(X, Y ).

The identity of C induces a morphism of directed graphs C → C ′; composing with the obvious
morphism C ′ → PC ′, we get a morphism of directed graphs Q′ : C → PC ′. Consider the
smallest equivalence relation ∼ on the morphisms of PC ′ satusfying the following conditions:

- for every object X of C , we have (X;∅;X) ∼ (X; idX ;X);

- if f : X → Y and g : Y → Z are two morphisms of C , we have
(X; f, g;Z) ∼ (X; g ◦ f ;Z);

- if s : X → Y is a morphism in W , we have (X; s, s;X) ∼ (X; idX ;X) and
(Y ; s, s;Y ) ∼ (Y ; idY ;Y );

- if f1, f2 : X → Y are morphisms of PC ′ such that f1 ∼ f2, then h ◦ f1 ◦ g ∼ h ◦ f2 ◦ g
for all morphisms g : X ′ → X and h : Y → Y ′ in PC ′.

We can define a category C [W−1] by taking Ob(C [W−1]) = Ob(PC ′) = Ob(C ) and, for
all X, Y ∈ Ob(C ), setting HomC [W−1](X, Y ) = HomPC ′(X, Y )/ ∼. Let Q : C → C [W−1] be
the functor obtained by composing Q′ : C →PC ′ with the obvious functor PC ′ → C [W−1].

I claim thatQ : C → C [W−1] is a localization of C byW . First, let s : X → Y be an element
of W . Then the image in C [W−1] of the morphism (Y ; s;X) of PC ′ is an inverse of Q(s), so
Q(s) is an isomorphism; this shows condition (a).

We prove (b). Let F : C → D be a functor such that F (s) is an isomorphism for every s ∈ W .
We extend F to a morphism of directed graphs F ′ : C ′ → D by setting F ′(s) = F (s)−1, for all
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X, Y ∈ Ob(C ) and every s ∈ W op(X, Y ). By Proposition I.4.12, there exists a unique functor
G : PC ′ → D extending F ′. We check that G descends to a functor FW : C [W−1] → D ,
which will then satisfy FW ◦Q = F . We must show that, if f ∼ g in PC ′, then G(f) = G(g).
It suffices to check this for the relation generating ∼; there are three cases:

- If X is an object of C , we have G(X;∅;X) = G(X; idX ;X) = idF (X).

- If f : X → Y and g : Y → Z are two morphisms of C , we have
G(X; f, g;Z) = F (g) ◦ F (f) = F (g ◦ f) = (X; g ◦ f ;Z).

- If s : X → Y is a morphism in W , we have
G(X; s, s;X) = F (s)−1 ◦ F (s) = idF (X) = G(X; idX ;X) and
G(Y ; s, s;Y ) = F (s) ◦ F (s)−1 = idF (Y ) = G(Y ; idY ;Y ).

We finally prove (c). Let G1, G2 : C [W−1] → D be two functors, and let
α : HomFunc(C [W−1],C ′)(G1, G2) → HomFunc(C ,C ′)(G1 ◦ Q,G2 ◦ Q) be the obvious
map. By definition of C [W−1], every morphism of C [W−1] is equal to a composition
Q(f1) ◦ Q(s1)−1 ◦ Q(f2) ◦ Q(s2)−1 ◦ . . . ◦ Q(fn) ◦ Q(sn)−1, where f1, . . . , fn are morphisms
of C and s1, . . . , sn ∈ W . This immediately implies that α is injective. We show that α is
surjective. Let u : G1 ◦ Q → G2 ◦ Q be a morphism of functors. If there exists a morphism of
functors v : G1 → G2 such that u = α(v), then we have v(X) = u(X) : G1(X) → G2(X)
for every X ∈ Ob(C ). So, to show that u is in the image of α, we have to show that the family
(u(X))X∈Ob(C ) defines a morphism of functors from G1 to G2, that is, that the diagram

G1(X)
u(X)

//

G1(f)

��

G2(X)

G2(f)

��

G1(Y )
u(Y )

// G2(Y )

is commutative for every morphism f : X → Y in C [W−1]. Writing
f = Q(f1) ◦ Q(s1)−1 ◦ Q(f2) ◦ Q(s2)−1 ◦ . . . ◦ Q(fn) ◦ Q(sn)−1 as before, we see that it
suffices to treat the case where f is in the image of Q, where the result follows from the fact that
u is a morphism of functors from G1 ◦Q to G2 ◦Q.

Remark V.2.1.5. If C is a U -category, then C [W−1] might not be. The only thing that the
construction tells us is that C [W−1] is a V -category for every universe V such that U ∈ V .
However, we will be able to control the size of the Hom sets in C [W−1] if C has some extra
structure, such as a model category structure for which W is the set of weak equivalences. 2

Proposition V.2.1.6. Let G : C → D be a full and essentially surjective functor. Suppose that
there exists a set of morphisms W1 of D such that W is the set of morphisms s of C such that
G(s) ∈ W1. Let Q1 : D → D [W−1

1 ] be a localization of D by W1. Then Q1 ◦G : C → D [W−1
1 ]

is a localization of C by W .
2Add reference.
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Proof. Let D ′ be the full subcategory of D whose objects are the G(X), for X ∈ Ob(C ).
As F is essentially surjective, the inclusion functor D ′ ⊂ D is fully faithful and essen-
tially surjective, hence an equivalence of categories. So we may assume that D = D ′,
i.e. that G is surjective on objects. The fact that Q1(G(s)) is invertible for every s ∈ W
is obvious. Let F1, F2 : D → E be functors. We claim that the canonical map
α : HomFunc(D ,E )(F1, F2) → HomFunc(C ,E )(F1 ◦ G,F2 ◦ G) is bijective. This will finish the
proof, because then properties (b) and (c) of the localization Q1 : D → D [W−1

1 ] immedi-
ately imply the analogous properties for Q1 ◦ G (relatively to W ). The injectivity of α fol-
lows immediately from the fact that G is surjective on objects. We prove that α is surjective.
Let u ∈ HomFunc(C ,E )(F1 ◦ G,F2 ◦ G). Let Y ∈ Ob(D). If X,X ′ ∈ Ob(C ) are such that
G(X) = G(X ′) = Y , then, by the fullness of G, there exists a morphism f : X → X ′ such that
G(f) = idY . As u is a morphism of functors, we have F1(G(f)) ◦ u(X) = u(X ′) ◦ F1(G(f)),
that is, u(X) = u(X ′). So we can define v(Y ) : F1(Y ) → F2(Y ) by v(Y ) = u(X), for any
X ∈ Ob(C ) such that Y = G(X). If g : Y → Y ′ is a morphism of D , then, as G is full and
surjective on objects, we can find a morphism f : X → X ′ in C such that G(f) = g, and then

F2(g) ◦ v(Y ) = F1(G(f)) ◦ u(X) = u(X ′) ◦ F2(G(f)) = v(Y ′) ◦ F2(g).

So the family (v(Y ))Y ∈Ob(D) defines a morphism of functors v : F1 → F2, and we clearly have
α(v) = u.

Example V.2.1.7. Let A be an abelian category, and let ∗ ∈ {+,−, b,∅}. We take C = C∗(A ),
and W equal to the set of quasi-isomorphisms in C . (See Definition IV.1.5.4.) Then C [W−1]
is denoted by D∗(A ), and called the derived category of A . More precisely, if ∗ = + (resp.
∗ = −, ∗ = b, ∗ = ∅), we talk about the bounded below (resp. bounded above, resp. bounded,
resp. unbounded) derived category.

The canonical functor C∗(A )→ K∗(A ) is surjective on objects and full, andW is the inverse
image by this functor of the set W1 of morphisms of K∗(A ) that induce isomorphisms on all
the cohomology objects, so, by Proposition V.2.1.6, the derived category D∗(A ) is canonically
equivalent to K∗(A )[W−1

1 ]. This is very useful because we know that K∗(A ) is a triangulated
category, and we will show that D∗(A ) inherits that structure.

V.2.2 Multiplicative systems

Let C and W be as in the preceding subsection.

Definition V.2.2.1. (i). We say that W is a right multiplicative system if it satisfies the follow-
ing conditions:

(S1) For every X ∈ C , we have idX ∈ W .

(S2) For all s : X → Y and t : Y → Z in W , we have t ◦ s ∈ Z.
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(S3) If f : X → Y and s : X → X ′ are two morphisms such that s ∈ W , there exists
morphisms t : Y → Y ′ and g : X ′ → Y ′ such that t ∈ W and g ◦ s = t ◦ f .

X ′
g
// Y ′

X

s

OO

f
// Y

t

OO

(S4) Let f, g : X → Y be two morphisms. If there exists s : X ′ → X in W such that
f ◦ s = g ◦ s, then there exists t : Y → Y ′ such that t ◦ f = t ◦ g.

(ii). We say that W is a left multiplicative system if it satisfies the following conditions:

(S1) For every X ∈ C , we have idX ∈ W .

(S2) For all s : X → Y and t : Y → Z in W , we have t ◦ s ∈ Z.

(S3’) If f : X → Y and t : Y ′ → Y are two morphisms such that t ∈ W , there exists
morphisms s : X ′ → X and g : X ′ → Y ′ such that s ∈ W and t ◦ g = f ◦ s.

X ′
g
//

s
��

Y ′

t
��

X
f
// Y

(S4’) Let f, g : X → Y be two morphisms. If there exists t : Y → Y ′ in W such that
t ◦ f = t ◦ g, then there exists s : X ′ → X such that f ◦ s = g ◦ s.

(iii). We say that W is a multiplicative system if it is both a left and right multiplicative system.

If W is a right or left multiplicative system, then we can give a simpler construction of the
localization C [W−1].

LetX ∈ Ob(C ). We denote byX\W (resp. W/X) the category whose objects are morphisms
s : X → X ′ (resp. s : X ′ → X) in W and whose morphisms are commutative diagrams
X

s1 //

s2
��

X ′1

f

��

X ′2

(resp.

X ′1
s1 //

f

��

X

X ′2

s2

??

). If W satisfies conditions (S1) and (S2), then we can see it as

a subcategory of C , with objects all the objects of C and morphisms the elements of W . Note
thatX\W andW/X differ from the slice categories of Definition I.2.2.6 because we are allowing
the morphism f to be any morphism of C .

Proposition V.2.2.2. (i). If W is a right multiplicative system, then the category X \W is
filtrant for every X ∈ Ob(C ).
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(ii). If W is a left multiplicative system, then the category (W/X)op is filtrant for every
X ∈ Ob(C ).

Proof. It suffices to prove (i). LetX ∈ Ob(C ). We check conditions (a), (b) and (c) of Definition
I.5.6.1. The categoryX\W is nonempty, because it contains idX . Let s : X → Y and t : X → Z
be objects of X\W . By condition (S3), there exist morphisms t′ : Y → T and s′ : Z → T , with
s′ ∈ W , such that t′ ◦ s = s′ ◦ t. In particular, s′ ◦ t : X → T is an object of X\W , and t′ and s′

define morphisms from s : X → Y and t : X → Z to s′ ◦ t. This shows condition (b). Now let
s : X → Y and t : X → Z be objects of X \W , and let f, g : Y → Z be morphisms in X\W
between these two objects. This means that f ◦ s = t = g ◦ s. By condition (S4), there exists
s′ : Z → T in W such that s′ ◦ f = s′ ◦ g. Then s′ ◦ t : X → T is an object of X\W , and s′ is
a morphism from t : X → Z to s′ ◦ t : X → T in X \W such that s′ ◦ f = s′ ◦ g. This shows
condition (c).

Definition V.2.2.3. Let X, Y ∈ Ob(C ). If W is a right multiplicative system, we define

HomCr(X, Y ) = lim−→
(Y→Y ′)∈Ob(Y\W )

HomC (X, Y ′).

If W is a left multiplicative system, we define

HomCl(X, Y ) = lim−→
(X′→X)∈Ob((W/X)op)

HomC (X ′, Y ).

Note that we have canonical maps from HomC (X, Y ) to HomCr(X, Y ) and HomCl(X, Y )
(whenever these sets are define).

By Propositions V.2.2.2 and I.5.6.2, we have the following descriptions of HomCr(X, Y ) and
HomCl(X, Y ):

(1) Elements of HomCr(X, Y ) are diagrams
Y ′

X

f
>>

Y

t
``

, with t ∈ W , modulo the fol-

lowing equivalence relation: the diagrams

Y ′1

X

f1

>>

Y

t1
__

and

Y ′2

X

f2

>>

Y

t2
__

are equivalent if there exists a commutative diagram

Y ′1

��

X

f1

??

f3
//

f2
��

Y ′3 Y

t1
__

t3oo

t2
��

Y ′2

OO
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with t3 ∈ W .

(2) Elements of HomCl(X, Y ) are diagrams
X ′

s

~~

f

  

X Y

, with s ∈ W , mod-

ulo the following equivalence relation: the diagrams

X ′1
s1

~~

f1

  

X Y

and

X ′2
s2

~~

f2

  

X Y

are equivalent if there exists a commutative diagram

X ′1
s1

��

f1

��

X X ′3
f3
//

s3oo

OO

��

Y

X ′2

s2

__

f2

??

with s3 ∈ W .

Theorem V.2.2.4. (i). Suppose that W is a right multiplicative system. Let X, Y, Z ∈ Ob(C ),
let u ∈ HomCr(X, Y ) and v ∈ HomCr(Y, Z), and choose representatives

X
f
// Y ′ Ysoo and Y

g
// Z ′ Ztoo of u and v, with s, t ∈ W . By condition

(S3), we can find a commutative diagram

T

Y ′

g′
>>

Z ′

s′
``

X

f
>>

Y

s
``

g
>>

Z

t
``

with s′ ∈ W , and we define v ◦ u ∈ HomCr(X,Z) to be the element represented by

X
g′◦f

// T Z
s′◦too .

a) This operation is well-defined and associative.

So we can define a category Cr by setting Ob(Cr) = Ob(C ), using the sets HomCr(X, Y )
as Hom sets, and taking the composition law to be the one just define. We have an obvious
functor Qr : C → Cr.
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V.2 Localization of categories

b) The functor Qr : C → Cr is a localization of C by W .

c) Let f : X → Y be a morphism of C . Then Qr(f) is an isomorphism if and only if
there exist morphisms g : Y → Z and h : Z → T in C such that both g ◦ f and h ◦ g
are in W .

(ii). Suppose that W is a left multiplicative system. Let X, Y, Z ∈ Ob(C ), let

u ∈ HomCl(X, Y ) and v ∈ HomCl(Y, Z), and choose representatives X X ′
soo

f
// Y

and Y Y ′
too

g
// Z of u and v, with s, t ∈ W . By condition (S3’), we can find a com-

mutative diagram
T

t′

~~

f ′

  

X ′

s

~~

f

  

Y ′

t

~~

g

  

X Y Z

with t′ ∈ W , and we define v ◦ u ∈ HomCr(X,Z) to be the element represented by

X T
s◦t′oo

g◦f ′
// Z .

a) This operation is well-defined and associative.

So we can define a category Cl by setting Ob(Cl) = Ob(C ), using the sets HomCl(X, Y )
as Hom sets, and taking the composition law to be the one just define. We have an obvious
functor Ql : C → Cl.

b) The functor Ql : C → Cl is a localization of C by W .

c) Let f : X → Y be a morphism of C . Then Ql(f) is an isomorphism if and only if
there exist morphisms g : Z → X and h : T → Z in C such that both f ◦ g and g ◦h
are in W .

If W is a right (resp. left) multiplicative system, then we can (and will) identify Qr : C → Cr

(resp. Ql : C → Cl) and Q : C → C [W−1]. In particular, if W is a multiplicative system, then
there is an equivalence of categories F : Cr

∼→ Cl such that F ◦Qr ' Ql.

Proof. It suffices to prove (i).

We first show the following fact, which we will call (*): If X, Y ∈ Ob(C ) and
s : X → X ′ is in W , then composition on the right by s induces a bijective map
α : HomCr(X

′, Y )→ HomCr(X, Y ).

Indeed, let u = X
f
// Y ′ Ytoo be an element of HomCr(X, Y ). By condition (S3), we
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can find a commutative diagram

X ′
f ′
// Y ′′

X

s

OO

f
// Y ′
t′

OO

Y
too

with t′ ∈ W . Then u′ = X ′
f ′
// Y ′′ Y

t′◦too is an element of HomCr(X
′, Y ), and

α(u′) = u. This shows that α is surjective. Now let u′1, u
′
2 ∈ HomCr(X

′, Y ) such that
α(u′1) = α(u′2). By Proposition V.2.2.2, we can choose representatives of u′1 and u′2 of the form

X ′
f1
// Y ′ Y

t1oo and X ′
f2
// Y ′ Y

t2oo ; using the same proposition, after composing the
morphisms f1, f2, t1, t2 with some morphism Y ′ → Y ′′ inW , we may assume that f1◦s = f2◦s.
Then condition (S4) says that there exists t : Y ′ → Z in W such that t ◦ f1 = t ◦ f2, and this
implies that u′1 = u′2. So α is injective.

Now, using (*), we see that we can rewrite the definition of the composition law

HomCr(X, Y )× HomCr(Y, Z)→ HomCr(X,Z)

as

lim−→
Y→Y ′

HomCr(X, Y
′)× lim−→

Z→Z′
HomCr(Y, Z

′) ' lim−→
Y→Y ′

(HomCr(X, Y
′)× lim−→

Z→Z′
HomCr(Y, Z

′))

∼← lim−→
Y→Y ′

(HomCr(X, Y
′)× lim−→

Z→Z′
HomCr(Y

′, Z ′))

→ lim−→
Y→Y ′

lim−→
Z→Z′

HomCr(X,Z
′)

' lim−→
Z→Z′

HomCr(X,Z
′).

(The first isomorphism comes from Proposition I.5.6.4 and the second from (*), the third map
comes from the composition law in C and the fourth isomorphism is obvious.) In particular,
the composition law of Cr is well-defined. To show that it is associative, consider objects
X1, X2, X3, X4 ∈ Ob(C ) and elements u1 ∈ HomCr(X1, X2), u2 ∈ HomCr(X2, X3) and

u3 ∈ HomCr(X3, X4). We choose representatives Xi
fi // X ′i+1 Xi+1

sioo of ui for 1 ≤ i ≤ 3,
with si ∈ W . Using condition (S3), we can construct a commutative diagram

X ′′′4

X ′′3

f ′′3
==

X ′′4

s′′1
aa

X ′2

f ′2
>>

X ′3

s′1
aa

f ′3
==

X ′4

s′2
``

X1

f1

>>

X2

s1
aa

f2

==

X3

s2
aa

f3

==

X4

s3
``
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with s′1, s
′′
1, s
′
2 ∈ W . By definition of the composition law, the diagram X1

f ′′3 ◦f ′2◦f1
// X ′′′4 X4

s′′1◦s′2◦s3oo

represents both u3 ◦ (u2 ◦ u1) and (u3 ◦ u2) ◦ u1. This finishes the proof of part (a).

We prove part (b). By (*) and the Yoneda lemma (Corollary I.3.2.3), for every s : X → X ′ in
W , the morphism Qr(s) is an isomorphism in Cr; this proves property (a) of the localization. As
in the proof of Theorem V.2.1.4, property (c) of the localization follows from the fact that every
morphism in Cr is of the form Qr(s)

−1 ◦Qr(f), with s ∈ W and f a morphism of C . We prove
property (b) of the localization. Let F : C → D be a functor such that F (s) is an isomorphism
for every s ∈ W . We define a functor F ′ : Cr → D such that F ′ ◦Qr = F in the following way:

(1) On objects, F ′ is equal to F .

(2) Let X, Y ∈ Ob(Cr) = Ob(C ), and let u ∈ HomCr(X, Y ). Let X
f1
// Y ′1 Y

t1oo and

X
f2
// Y ′2 Y

t2oo be two representatives of u. Then there exists a commutative diagram

Y ′1

��

X

f1

??

f3
//

f2
��

Y ′3 Y

t1
__

t3oo

t2
��

Y ′2

OO

with t3 ∈ W . In particular, we get F (t1)−1 ◦F (f1) = F (t3)−1 ◦F (f3) = F (t2)−1 ◦F (f2),
so we can set F ′(u) = F (t1)−1 ◦ F (f1). It is easy to check that this does respect composi-
tion.

We finally prove part (c). Let f : X → Y be a morphism of C . If there exist mor-
phisms g : Y → Z and h : Z → T in C such that both g ◦ f and h ◦ g are in W , then
Qr(h) ◦ Qr(g) and Qr(g) ◦ Qr(f) are isomorphisms, and this implies that Qr(f) is an isomor-
phism (by Corollary I.3.2.9 for example). Conversely, suppose that Qr(f) is an isomorphism,

and let u ∈ HomCr(Y,X) be its inverse. We choose a representative Y
g′
// X ′ X

too of u.
The fact that u ◦ f = idX in Cr means that there exists a morphism s : X ′ → Y in W such
that s ◦ g ◦ f : X → Y is also in W . So, taking g = s ◦ g′ : Y → Z, we have g ◦ f ∈ Z.
Also, the morphismQr(g) is invertible in Cr, so applying what we just did to g gives a morphism
h : Z → T in C such that h ◦ g ∈ W .

V.2.3 Localization of a subcategory

Let C be a category and W be a set of morphisms of C . If I is a subcategory of C and WI is
the set of morphisms of I that are in W , then the universal property of the localization I [W−1

I ]
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gives a canonical functor ι : I [W−1
I ] → C [W−1] extending the inclusion I ⊂ C . We want to

give conditions for this functor to be fully faithful or an equivalence of categories.

Proposition V.2.3.1. Suppose that I is a full subcategory of C , that W is a right multiplicative
system and that, for every s : X → Y in W such that X ∈ Ob(I ), there exists a morphism
f : Y → Z with Z ∈ Ob(I ) and f ◦ s ∈ W . Then WI is a right multiplicative system, and the
canonical functor ι : I [W−1

I ]→ C [W−1] is fully faithful.

Proof. For the proof that WI is a right multiplicative system, see problem A.8.1.

Let X, Y ∈ Ob(I ). By Theorem V.2.2.4(i) and the fullness of I in C , we have

HomI [W−1
I ](X, Y ) = lim−→

(Y→Y ′)∈Ob(Y\WI )

HomC (X, Y ′)

and

HomC [W−1](X, Y ) = lim−→
(Y→Y ′)∈Ob(Y\W )

HomC (X, Y ′).

By the hypotheses of the proposition, for every object s : Y → Y ′ of Y \W , there exists a
morphism f : Y ′ → Y ′′ from s to the object f ◦ s : Y → Y ′′ of Y \W such that f ◦ s is in
the full subcategory Y \WI . 3 Using Proposition I.5.6.2, we see easily that this implies that the
canonical morphism

lim−→
(Y→Y ′)∈Ob(Y\WI )

HomC (X, Y ′)→ lim−→
(Y→Y ′)∈Ob(Y\W )

HomC (X, Y ′)

is bijective, which is what we wanted to prove.

Corollary V.2.3.2. Suppose that I is a full subcategory of C , that W is a right multiplicative
system and that, for every X ∈ Ob(C ), there exists a morphism s : X → Y in W such
that Y ∈ Ob(I ). Then the canonical functor ι : I [W−1

I ] → C [W−1] is an equivalence of
categories.

Proof. We already know that ι is fully faithful by Proposition V.2.3.1 (whose hypotheses follow
from those of the corollary). As morphisms of W become isomorphisms in C [W−1], the last
hypothesis of the corollary implies that ι is essentially surjective.

3We say that the full subcategory Y \WI is cofinal in Y \W .
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V.2.4 Localization of functors

Let C be a category and W be a set of morphisms of C . We fix a localization W : C → C [W−1]
of C by W .

Let F : C → D be a functor. In general, the functor F does not factor through C [W−1], so
we introduce the following notions:

Definition V.2.4.1. (i). A right localization of F by W is a functor FW : C [W−1] → D and
a morphism of functors τ : F → FW ◦ Q such that, for every functor G : C [W−1] → D ,
the map

HomFunc(C [W−1],D)(FW , G)→ HomFunc(C ,D)(F,G ◦Q)

sending u : FW → G to τ(u ◦ Q) is bijective. If F has a right localization, we say that F
is right localizable.

(ii). A left localization of F by W is a functor FW : C [W−1]→ D and a morphism of functors
τ : FW ◦Q→ F such that, for every functor G : C [W−1]→ D , the map

HomFunc(C [W−1],D)(G,FW )→ HomFunc(C ,D)(G ◦Q,F )

sending u : G→ FW to τ(u ◦Q) is bijective. If F has a left localization, we say that F is
left localizable.

In other words, a right (resp. left) localization (FW , τ) of F is a couple representing
the functor Func(CW ,D) → Set, G 7−→ HomFunc(C ,D)(F,G ◦ Q) (resp. the functor
Func(CW ,D)op → Set, G 7−→ HomFunc(C ,D)(G ◦ Q,F )). In particular, by Corollaries I.3.2.5
and I.3.2.8, right and left localizations are unique up to unique isomorphism if they exist.
Remark V.2.4.2. If F sends every element of W to an isomorphism in D , then the functor
FW : C [W−1] → D given by the universal property of the localization is both a right and
left localization of F .
Remark V.2.4.3. A right (resp. left) localization of F by W is also called a left Kan extension
(resp. right Kan extension) of F along the functor Q : C → C [W−1]. Note that right and left
are exchanged, and this is not a mistake.

Proposition V.2.4.4. Let I be a full subcategory of C and WI be the set of morphisms of I
that are in W . Let F : C → D be a functor. Suppose that:

(a) W is a right multiplicative system;

(b) for every X ∈ Ob(C ), there exists a morphism s : X → Y in W such that Y ∈ Ob(I );

(c) for every s ∈ WI , the morphism F (s) is an isomorphism.

Then F is right localizable. In fact, if ι : I [W−1
I ]→ C [W−1] is the equivalence of categories

of Corollary V.2.3.2, if ι−1 is a quasi-inverse of ι and if FWI
: I [W−1

I ] → D is the functor
extending F|I whose existence is given by condition (c) and by the universal property of the
localization, then the functor FWI

◦ ι1 : C [W−1]→ D is a right localization of F .
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Proof. We write FW = FWI
◦ ι−1. We also denote by ι the inclusion functor I ⊂ C and

by QI : I → I [W−1
I ] the localization functor. We have a (non-commutative) diagram of

categories and functors:
I ι //

QI
��

C

Q
��

F

��

I [W−1
I ] ι

∼
//

FWI

**

C [W−1]

FW

##

D

Let G : C [W−1]→ D be a functor. By problem A.8.4, the map

α : HomFunc(C ,D)(F,G ◦Q)→ HomFunc(I ,D)(F ◦ ι, G ◦Q ◦ ι)

induced by composition on the right by ι is bijective.

Using this fact and the universal property of the functor FWI
, we get, for every functor

G : C [W−1]→ D , a chain of isomorphisms

HomFunc(C ,D)(F,G ◦Q)
∼→ HomFunc(I ,D)(F ◦ ι, G ◦Q ◦ ι)
' HomFunc(I ,D)(FWI

◦QI , G ◦ ι ◦QI )

' HomFunc(I [W−1
I ],D)(FWI

, G ◦ ι)
' HomFunc(C [W−1],D)(FW , G).

This shows that FW is a right localization of F by W .

V.3 Localization of triangulated categories

In this section, we fix a triangulated category (D , T ).

V.3.1 Null systems

Instead of fixing a set of morphisms to invert, we can fix a set of objects to send to 0. If this set
satisfies some natural conditions, we can do this in a controlled way, and the result will still be a
triangulated category. 4

Definition V.3.1.1. A null system in D is a set N of objects of D such that:
4There is a similar theory for abelian categories, called the Serre quotient by a thick subcategory (although it is

also a localization and not a quotient in the sense of Definition IV.1.3.1).
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(N1) 0 ∈ N ;

(N2) for every X ∈ Ob(C ), we have X ∈ N if and only if T (X) ∈ N ;

(N3) if X → Y → Z → T (X) is a distinguished triangle and if X, Y ∈ N , then Z ∈ N .

Remark V.3.1.2. If N is a null system, then it is stable by isomorphism. See problem A.8.3(a).

Definition V.3.1.3. Let N be a null system. We denote byWN the set of morphisms f : X → Y

in D such that there exists a distinguished triangle X
f→ Y → Z → T (X) with Z ∈ N .

Theorem V.3.1.4. Let N be a null system in D , and let Q : D → D [W−1
N ] be a localization of

D by WN ; we also write D/N = D [W−1
N ].

(i). The set WN is a multiplicative system.

(ii). Define TN : D/N → D/N by TN (X) = T (X) for every x ∈ Ob(D/N ) = Ob(D)
and TN (Q(f) ◦ Q(s)−1) = Q(T (f)) ◦ Q(T (s))−1 for f a morphism of D and s ∈ WN .
Then TN is well-defined and an auto-equivalence of D/N , and we have TN ◦Q = Q◦T .

(iii). We say that a triangle of (D/N , TN ) is distinguished if it is isomorphic to the image by
Q of a distinguished triangle of D . Then D/N is a triangulated category, and the functor
Q : D → D/N is triangulated.

(iv). If X ∈ N , then Q(X) = 0.

(v). Let F : D → D ′ be a triangulated functor such that F (X) = 0 for every X ∈ N . Then
there exists a functor FN : D/N → D ′ such that FN ◦Q ' F , and FN is unique up to
a unique isomorphism of functors.

Proof. Point (i) is proved in problem A.8.3 and points (ii) and (iii) are proved in problem A.8.5.
If X ∈ N , then the morphism 0 → X is in WN (because the triangle 0 → X

idX→ X → 0
is diatinguished), so 0 = Q(0) → Q(X) is an isomorphism in D/N ; this proves (iv). We
show (v). It suffices to prove that the functor F sends every element of WN to an isomorphism.
Let f ∈ WN , and consider a distinguished triangle X

f→ Y → Z → T (X), with Z ∈ N .

Then the triangle F (X)
F (f)→ F (Y ) → F (Z) = 0 → F (T (X)) is distinguished, so F (f) is an

isomorphism by problem A.8.2.

We also have a triangulated version of Proposition V.2.3.1 about the localization of a subcate-
gory.

Proposition V.3.1.5. Let N be a null system in D and I be a full triangulated subcategory of
D . Then NI = N ∩Ob(I ) is a null system in I , and WNI

is the set of morphisms of I that
are in WN . Suppose that one of the following conditions is satisfied:

167



V Derived categories

(a) For any morphism Y → Z with Y ∈ Ob(I ) and Z ∈ N , there exists a factorization
Y → Z ′ → Z with Z ′ ∈ NI .

(b) For any morphism Z → Y with Y ∈ Ob(I ) and Z ∈ N , there exists a factorization
Z → Z ′ → Y with Z ′ ∈ NI .

Then the canonical functor ι : I /NI → D/N is fully faithful.

Proof. The first statement follows immediately from the definition and from Corollary V.1.1.13.

To prove the second statement, we want to use Proposition V.2.3.1, so we have to check the
hypothesis of this proposition. We treat the case where (b) holds (the other case follows by con-
sidering the opposite categories). Let s : X → Y be a morphism of WN such that X ∈ Ob(I ),
and complete s to a distinguished triangle X s→ Y → Z

f→ T (X) with Z ∈ Z . The object
T (X) is isomorphic to an object of I , so, by (b), the morphism f : Z → T (X) factors as

Z
u→ Z ′

f ′→ T (X) with Z ′ ∈ NI . We embed f ′ : Z ′ → T (X) into a distinguished triangle
X → Y ′ → Z ′ → T (X) with Y ′ ∈ Ob(I ); by (TR4), there exists a morphism of distinguished
triangles:

X
s //

idX
��

Y //

v

��

Z

u

��

// T (X)

idT (X)

��

X // Y ′ // Z ′ // T (X)

As Z ′ ∈ N , this means that v ◦ s ∈ WN .

Corollary V.3.1.6. With the notation of Proposition V.3.1.5, assume that one of the following two
conditions holds:

(a’) For every X ∈ Ob(D), there exists a distinguished triangle X → Y → Z → T (X) with
Y ∈ Ob(I ) and Z ∈ N .

(b’) For every X ∈ Ob(D), there exists a distinguished triangle Y → X → Z → T (X) with
Y ∈ Ob(I ) and Z ∈ N .

Then the canonical functor ι : I /NI → D/N is an equivalence of categories.

Proof. Condition (a’) immediately implies the hypothesis of Corollary V.2.3.2, so we get the
result. If condition (b’) holds, then condition (a’) holds in the opposite category.
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V.3.2 Localization of triangulated functors

Proposition V.3.2.1. Let N be a null system in D and let F : D → D ′ be a triangulated functor.
Assume that there exists a full triangulated subcategory I of D such that:

(a) For every X ∈ Ob(D), there exists a distinguished triangle X → Y → Z → T (X) with
Y ∈ Ob(I ) and Z ∈ N .

(b) For any Y ∈ NI , we have F (Y ) = 0.

Then F is right localizable, and its right localization is also a triangulated functor.

Proof. Conditions (a) and (b) imply the hypotheses of Proposition V.2.4.4, so F is right localiz-
able, and we get a right localization of F by taking FNI

◦ ι−1, where ι−1 is a quasi-inverse of the
equivalence of categories ι : I /NI → D/N and FNI

: I /NI → D ′ comes from condition
(b) and the universal property of I /NI . As both ι and FNI

are triangulated, so is FNI
◦ ι−1.

The case of bifunctors

Suppose that we have two triangulated categories D and D ′ and null systems N and N ′ in
D and D ′ respectively. Then (D/N ) × (D ′/N ′) is a localization of D × D ′ by the set of
morphisms WN ×WN ′ .

The folowing proposition is easy.

Proposition V.3.2.2. Let I ⊂ D and I ′ ⊂ D ′ be full triangulated subcategories and
F : D × D ′ → D ′′ be a bifunctor that is triangulated in each variable. Suppose that the
following conditions hold:

(a) For any X ∈ Ob(D), there exists a distinguished triangle X → Y → Z → T (X) with
Y ∈ Ob(I ) and Z ∈ N .

(b) For any X ′ ∈ Ob(D ′), there exists a distinguished triangle X ′ → Y ′ → Z ′ → T (X ′) with
Y ′ ∈ Ob(I ′) and Z ′ ∈ N ′.

(c) If Y ∈ Ob(I ) and Y ′ ∈ N ′ ∩Ob(I ′), then F (Y, Y ′) = 0.

(d) If Y ∈ N ∩Ob(I ) and Y ′ ∈ Ob(I ′), then F (Y, Y ′) = 0.

Then F is right localizable and its right localization is triangulated in each variable. More-
over, if we denote by FN ,N ′ a right localization of F , we can calculate it in the following way: If
X ∈ Ob(D) and X ′ ∈ Ob(D ′), choose a morphism X → Y in WN and a morphism X ′ → Y ′

in WN ′ such that Y ∈ Ob(I ) and Y ′ ∈ Ob(I ′). Then

FN ,N ′(X, Y ) = F (Y, Y ′).
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V.4 Derived category of an abelian category

In this section, we fix an abelian category A .

V.4.1 Definition

We already defined the derived category of A in Example V.2.1.7, but we did not have many
tools to study it then.

Definition V.4.1.1. Let ∗ ∈ {+,−, b,∅}. We denote by N ∗(A ) the set of objects X of K∗(A )
such that Hn(X) = 0 for every n ∈ Z.

Proposition V.4.1.2. The set WN ∗(A ) is the set of quasi-isomorphisms in K∗(A ) (that is, mor-
phisms that induce isomorphisms on all cohomology objects), so the derived category D∗(A )
is canonically equivalent to K∗(A )/N ∗(A ). In particular, we have a natural structure of tri-
angulated category on D∗(A ) that makes the localization functor Q : K∗(A ) → D∗(A ) a
triangulated functor.

Proof. The first statement follows from the long exact sequence of cohomology, and the rest of
the proposition is an immediate consequence of this.

We usually omit the notation “Q” and use the same notation for complexes and morphisms
between them and for their images in the derived category.

We collect some useful facts about derived categories.

Proposition V.4.1.3. (i). For every n ∈ Z, the functor Hn : C∗(A ) → A induces a cohomo-
logical functor Hn : D∗(A )→ A .

(ii). Let f be a morphism in C∗(A ) (resp. in K∗(A )). Then f becomes an isomorphism in
D∗(A ) if and only if it is a quasi-isomorphism.

(iii). A morphism f : X → Y in D∗(A ) is an isomorphism if and only if
Hn(f) : Hn(X)→ Hn(Y ) is an isomorphism for every n ∈ Z.

(iv). Let 0 → X
f→ Y → Z → 0 be an exact sequence in C∗(A ). Then there is a morphism

Z → X[1] in D∗(A ) such that X → Y → Z → X[1] is a distinguished triangle isomor-

phic to the image in D∗(A ) of the mapping cone triangle X
f→ Y

α(f)→ Mc(f)
β(f)→ X[1].

Proof. (i). The functor Hn sends quasi-isomorphisms to isomorphisms, so it factors through
a functor D∗(A ) → A , that we still denote by Hn. The fact that this functor is cohomo-
logical follows from the definition of distinguished triangles in D∗(A ) and from the long
exact sequence of cohomology of a mapping cone triangle (Corollary IV.2.2.8).
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(ii). If f is a morphism of complexes of objects of A , whether or not it is a quasi-isomorphism
depends only on its image in K∗(A ), so it suffices to consider morphisms in K∗(A ).

It is clear that quasi-isomorphisms in K∗(A ) become isomorphisms in D∗(A ) (by defini-
tion of a localization). Conversely, let f : X → Y be a morphism of K∗(A ) that becomes
an isomorphism in D∗(A ). By Theorem V.2.2.4(i)(c), there exists morphisms g : Y → Z
and h : Z → T in K∗(A ) such that h ◦ g and g ◦ f are quasi-isomorphisms. Let n ∈ Z.
Then Hn(h) ◦Hn(g) and Hn(g) ◦Hn(f) are isomorphisms in A , so Hn(g) is nijective and
surjective, hence it is an isomorphism, and this implies that Hn(f) is also an isomorphism.

(iii). It is obvious that an isomorphism of D∗(A ) induces an isomorphism in cohomology. Con-
versely, let f : X → Y be a morphism of D∗(A ) and suppose that Hn(f) is an isomor-
phism for every n ∈ Z. We can write f = g ◦ s−1, where g : X → Y ′ and s : Y → Y ′ are
morphisms of K∗(A ) and s is a quasi-isomorphism. Then Hn(g) = H(f) ◦ Hn(s) is an
isomorphism for every n ∈ Z, so g is a quasi-isomorphism, so it becomes an isomorphism
in D∗(A ), and f is an isomorphism in D∗(A ).

(iv). By Proposition V.1.2.3(ii), there exists a morphism of complexes u : Mc(f) → Z such
that u ◦ α(f) = g and u is a quasi-isomorphism. Remember that we denote by Q the
localization functor C∗(A )→ D∗(A ). The morphism Q(u) is an isomorphism, so we get

a triangle Q(X)
Q(f)→ Q(Y )

Q(g)→ Q(Z)
Q(u)−1◦Q(β(f))→ Q(X)[1] in D∗(A ), and this triangle

is distinguished because it is isomorphic to the image by Q of the mapping cone triangle

X
f→ Y

α(f)→ Mc(f)
β(f)→ X[1].

V.4.2 Truncation functors

Definition V.4.2.1. Let n ∈ Z. We define the truncation functors τ≤n : C(A ) → C≤n(A ) and
τ≥n : C(A )→ C≥n(A ) by

τ≤n(X) = (. . .→ Xn−2 → Xn−1 → Ker(dnX)→ 0→ 0→ . . .)

and
τ≥n(X) = (. . .→ 0→ 0→ Coker(dn−1

X )→ Xn+1 → Xn+2 → . . .).

For every complex X , the identity morphism of X induces morphisms τ≤n(X) → X and
X → τ≥n(X), that are actually morphisms of functors. The reason we truncated the way we did
(and not by brutally making the X i equal to 0 for i < n or i > n) is the following result, whose
proof follows immediately from the definition of the cohomology objects.

Proposition V.4.2.2. The morphism τ≤n(X) → X induces an isomorphism on Hk for k ≤ n
(and is zero on Hk for k > n), while the morphism X → τ≥n(X) induces an isomorphism on
Hk for k ≥ n (and is zero on Hk for k < n).
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In particular, if f : X → Y is a quasi-isomorphism in C(A ), then τ≤n(f) and τ≥n(f) are
also quasi-isomorphisms.

Using the universal property of the localization, we get the following corollary.

Corollary V.4.2.3. The truncation functors τ≤n : C(A )→ C−(A ) and τ≥n : C(A )→ C+(A )
induce functors τ≤n : D(A ) → D−(A ) and τ≥n : D(A ) → D+(A ). Similarly, the
truncation functors τ≤n : C+(A ) → Cb(A ) and τ≥n : C−(A ) → Cb(A ) induce functors
τ≤n : D+(A )→ Db(A ) and τ≥n : D−(A )→ Db(A ).

Corollary V.4.2.4. The inclusions Cb(A ) ⊂ C±(A ) ⊂ C(A ) induce fully faithful functors
Db(A ) → D±(A ) → D(A ), and the essential image of Db(A ) (resp. D+(A ), resp. D−(A ))
is the full subcategory with objects the X ∈ Ob(D(A )) such that Hn(X) = 0 for |n| >> 0 (res.
n << 0, resp. n >> 0).

Similary, if [a, b] is an interval with a, b ∈ Z ∪ {±∞} and if W[a,b] is the set of morphisms
of C[a,b](A ) that are quasi-isomorphisms, then the inclusion C[a,b](A ) ⊂ C(A ) induces a fully
faithful functor C[a,b](A )[W−1

[a,b]] → D(A ) whose essential image is the full subcategory with
objects the X ∈ Ob(D(A )) such that Hn(X) = 0 for n 6∈ [a, b].

Proof. We apply Proposition V.2.3.1. All the cases are similar, let us treat for example that
of the inclusion C+(A ) ⊂ C(A ). Let f : X → Y be a quasi-isomorphism in C(A ) with
X ∈ Ob(C+(A )). We want to find g : Y → Z such that Z ∈ C+(A ) and g ◦ f is a quasi-
isomorphism. Let n ∈ Z be such that Hm(X) = 0 for m < n, let Z = τ≥n(Y ) and let
g : Y → Z be the morphism given by the morphism of functors idC(A ) → τ≥m. We claim that
g ◦ f is a quasi-isomorphism. Indeed, if m < n, then Hm(X) = 0 and Hm(Z) = 0, so Hm(g ◦ f)
is an isomorphism. If m ≥ n, then Hm(f) is an isomorphism by hypothesis, and Hm(g) is an
isomorphism by Proposition V.4.2.2, so Hm(g ◦ f) is an isomorphism.

From now on, we will identify Db(A ), D+(A ) and D−(A ) to their essential images in D(A ).

Remark V.4.2.5. If X ∈ Ob(D(A )), the following conditions are equivalent:

(a) X ∈ Ob(D+(A )) (resp. X ∈ Ob(D−(A )), X ∈ Ob(Db(A )));

(b) Hn(X) = 0 for n << 0 (resp. n >> 0, resp. |n| >> 0);

(c) the morphism X → τ≥n(X) (resp. the morphism τ≤n(X)→ X , resp. both of them) is an
isomorphism for n << 0 (resp. n >> 0, resp. |n| >> 0).

If a ≤ b are elements of Z∪{±∞}, we also write D[a,b](A ) for the full subcategory of D(A )
with objects the X ∈ Ob(D(A )) such that Hn(X) for n 6∈ [a, b]. If b = +∞ (resp. a = −∞),
we also write D≥a (resp. D≤b) instead of D[a,b]).
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By the proposition, the category D[a,b](A ) is the localization of C[a,b](A ) by the quasi-
isomorphisms in this category. In particular, if a = b = 0, we see that D[0,0](A ) is the lo-
calization of C[0,0](A ) = A by the set of isomorphisms of A , so that the localization functor
A

∼→ C[0,0](A ) → D[0,0](A ) is an equivalence. We use this functor to identify A to the full
subcategory of D(A ) whose objects are the complexes with cohomology concentrated in degree
0.

Remark V.4.2.6. Consider a short exact sequence 0→ A
f→ B

g→ C → 0 in A . By Proposition
V.4.1.3(iv), this sequence defines a distinguished triangle A

f→ B
g→ C

h→ A[1] in D(A ). We
have Hn(h) = 0 for every n ∈ Z, because either n 6= 0 and then Hn(C) = 0, or n = 0 and then
Hn(A[1]) = Hn+1(A) = 0. However, the morphism h is not always zero. In fact, we claim that
h = 0 if and only if the original short exact sequence is split.

Indeed, let X be an object of D(A ), and apply the cohomological functor HomD(A )(X, ·) to
the distinguished triangle a→ B → C

+1→. We get an exact sequence

HomD(A )(X,B)
g∗→ HomD(A )(X,C)

h∗→ HomD(A )(X,A[1]).

If g has a section, then s∗ : HomD(A )(X,C) → HomD(A )(X,B) is a section of g∗, so g∗ is
surjective, so h∗ = 0. As this holds for every X , the Yoneda lemma (see for example Corollary
I.3.2.3) implies that h = 0. Conversely, suppose that h = 0. Then g∗ is surjective for every
X ∈ Ob(D(A )). Taking X = C and using the fact that A is a full subcategory of D(A ), we
get that the morphism g∗ : HomA (C,B) → HomA (C,C) is surjective; then any preimage of
idC is a section of g.

Proposition V.4.2.7. Let X ∈ Ob(D(A )) and n ∈ Z.

(i). We have distinguished triangles, functorial in X:

τ≤nX → X → τ≥nX
+1→,

τ≤n−1X → τ≤nX → Hn(X)[−n]
+1→

and
Hn(X)[−n]→ τ≥nX → τ≥n+1X

+1→ .

(ii). We have isomorphisms, functorial in X:

Hn(X)[−n] ' τ≤nτ≥nX ' τ≥nτ≤nX.

Proof. We want to use Proposition V.4.1.3(iv). Unfortunately, if X ∈ Ob(C(A )), the sequence
of complexes 0→ τ≤nX → X → τ≥nX → 0 is not exact in general, so we introduce modifica-
tions of the functors τ≤n and τ≥n. Define τ̃≤n : C(A )→ C≤n(A ) and τ̃≥n : C(A )→ C≥n(A )
by

τ̃≤n(X) = (. . .→ Xn−2 → Xn → Im(dnX)→ 0→ 0→ . . .)
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and
τ̃≥n(X) = (. . .→ 0→ 0→ Im(dn−1

X )→ Xn → Xn+1 → Xn+2 → . . .).

For every X ∈ Ob(C(A )), we have obvious morphisms of complexes

τ≤nX → τ̃≤nX → X → τ̃≥nX → τ≥nX,

and the morphisms τ≤nX → τ̃≤nX and τ̃≥nX → τ≥nX are clearly quasi-isomorphisms. So the
functors τ̃≤n and τ̃≥n also induce endofunctors of the derived category, that we will denote by
the same symbols, and we have isomorphisms τ≤n ∼→ τ̃≤n and τ̃≥n ∼→ τ≥n of endofunctors of
D(A ).

Hence, to prove (i), we can use the truncation functors τ or τ̃ . Let X be an object of C(A ).
Then we have exact sequences in C(A ):

0→ τ̃≤nX → X → τ≥nX → 0,

0→ τ̃≤n−1X → τ≤nX → Hn(X)[−n]→ 0

and
0→ Hn(X)[−n]→ τ≥nX → τ̃≥nX → 0.

Proposition V.4.1.3(iv) gives the three distinguished triangles of point (i).

We prove (ii). Applying the functor τ≤n the first morphism of the third triangle of (i), we get
a morphism τ≤n(Hn(X)[−n])→ τ≤nτ≥nX . As Hn(X)[−n] only has cohomology in degree n,
the canonical morphism τ≤n(Hn(X)[−n])→ Hn(X)[−n] is an isomorphism in D(A ), so we get
a morphism Hn(X)[−n]→ τ≤nτ≥nX in D(A ), which induces an isomorphism on cohomology
objects, hence is an isomorphism. We prove the second isomorphism of (ii) in the same way,
using the second triangle of (i).

The following result is proved in problem A.9.3(a).

Corollary V.4.2.8. Let n ∈ Z. If X ∈ Ob(D≤n(A )) and Y ∈ Ob(D≥n+1(A )), then
HomD(A )(X, Y ) = 0.

Corollary V.4.2.9. Let n ∈ Z. Then τ≤n is right adjoint to the inclusion D≤n(A ) ⊂ D(A ), and
τ≥n if left adjoint to the inclusion D≥n(A ) ⊂ D(A ).

Proof. We prove the first statement (the proof of the second statement is similar). Let
X ∈ Ob(D≤n(A )) and Y ∈ Ob(D(A )). By Proposition V.4.2.7, we have a distinguished
triangle (functorial in Y )

τ≤nY → Y → τ≥n+1Y
+1→ .

As HomD(A )(X, ·) is a cohomological functor, we get an exact equence of abelian groups

HomD(A )(X, (τ
≥n+1Y )[−1])→ HomD(A )(X, τ

≤nY )→ HomD(A )(X, Y )→ HomD(A )(X, τ
≥n+1Y ).
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But τ≥n+1Y and (τ≥n+1Y )[−1] are in D≥n+1(A ), so, by Corollary V.4.2.8, we have
HomD(A )(X, (τ

≥n+1Y )[−1]) = HomD(A )(X, τ
≥n+1Y ) = 0, so the morphism

HomD(A )(X, τ
≤nY )→ HomD(A )(X, Y )

induced by τ≤nY → Y is an isomorphism.

V.4.3 Resolutions

Proposition V.4.3.1. Let A be an abelian category with enough injective objects, and
let I be the full subcategory of injective objects of A . Then the composition
K+(I )→ K+(A )→ D+(A ) is an equivalence of categories.

If A has enough projective objects and P is the full subcategory of projective objects of A ,
then the composition K−(P)→ K−(A )→ D−(A ) is an equivalence of categories.

Proof. It suffices to prove the first statement. By Corollary IV.4.1.11, for every object X
of K+(A ), there exists a quasi-isomorphism X → I with I ∈ Ob(K+(I )). So, by
Corollary V.2.3.2, the inclusion K+(I ) ⊂ K+(A ) induces an equivalence of categories
K+(I )[W−1

I ] → D+(A ), where W−1
I is the set of morphisms of K+(I ) that induce iso-

morphisms on the cohomology objects. But, by Theorem IV.3.2.1(iii), any element of WI is
already an isomorphism of K+(I ), so K+(I )[W−1

I ] = K+(I ).

Remark V.4.3.2. The proposition implies that, if A is an abelian U -category wih enough injec-
tive objects, then D+(A ) is a U -category; this does not necessarily hold if A does not have
enough injective objects.

Here is a more general version of Proposition V.4.3.1.

Proposition V.4.3.3. Let C be a full additive subcategory of A such that, for everyA ∈ Ob(A ),
there exists a monomorphism A → A′ with A′ ∈ Ob(C ). Let NC be the set of objects X of
K+(C ) such that Hn(X) = 0 for every n ∈ Z. Then the inclusion K+(C ) → K+(A ) induces
an equivalence of categories K+(C )/NC → D+(A ), and K+(C )/NC is the localization of
K+(C ) by the set of quasi-isomorphisms between objects of K+(C ).

Proof. The last statement follows from Proposition V.3.1.5. To prove the equivalence, we check
the hypothesis of Corollary V.2.3.2. This means that, for every X ∈ Ob(K+(A )), we have to
find a quasi-isomorphism X → Y with Y ∈ Ob(K+(C )). This is done in Corollary IV.4.1.12.
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Corollary V.4.3.4. In the situation of Proposition V.4.3.3, suppose moreover that there exists an
integer d ≥ 0 such that, for every exact sequence X0 → X1 → . . . → Xd → 0 in A with
X0, X1, . . . , Xd−1 ∈ Ob(C ), we have Xd ∈ Ob(C ).

Then the inclusion Kb(C ) → Kb(A ) induces an equivalence of categories
Kb(C )/(NC ∩Ob(Kb(C )))→ Db(A ).

Proof. We need to show that, for every X ∈ Ob(Kb(A )), there exists a quasi-isomorphism
f : X → Y with Y ∈ Ob(K+(A )). By the proposition, we can find a quasi-isomorphism
X → Y with Y ∈ Ob(K+(A )). Fix N ∈ Z such that Xn = 0 for n ≥ N . We have
X = τ≤N+dX , so we get a morphism f ′ : X → τ≤N+dY ; if n ≤ N + d, then Hn(f ′) = Hn(f)
is an isomorphism, and if n > N + d, then Hn(f ′) : Hn(X) = 0 → Hn(τ≤N+dY ) = 0 is
also an isomorphism; so f ′ is a quasi-isomorphism. To finish the proof, it suffices to show that
Y ′ = τ≤N+dY is in K(C ) (it is obviously bounded). The only Y ′n that might not be in C is
Y ′N+d = Ker(dN+d

Y ). But, as Hi(Y ′) = Hi(X) = 0 for i ≥ N , the complex

Y ′
N

= Y N → Y ′
N+1

= Y N+1 → . . .→ Y ′
N+d−1

= Y N+d−1 → Y ′
N+d → 0 = Y ′

N+d+1

is exact, so the hypothesis on C implies that Y ′N+d is an object of C .

V.4.4 Derived functors

Definition V.4.4.1. Let A and B be abelian categories and ∗ ∈ {b,+,−,∅}. Let
F : A → B be an additive functor. By Remark IV.1.4.5, it defines an additive functor
K(F ) : K∗(A )→ K∗(B).

(i). Suppose that F is left exact. If the composition K∗(A )
K(F )→ K∗(B) → D∗(B) has a

right localization D∗(A ) → D∗(B), we call this right localization a (total) right derived
functor of F and denote it by R∗F or RF .

(ii). Suppose that F is right exact. If the compositionK∗(A )
K(F )→ K∗(B)→ D∗(B) has a left

localization D∗(A ) → D∗(B), we call this left localization a (total) left derived functor
of F and denote it by L∗F or LF .

Proposition V.4.4.2. Let F : A → B be a left exact additive functor between abelian
categories, and suppose that A has enough injective objects. Then F has a right derived
functor RF : D+(A ) → D+(B), and, for every n ∈ N, the composition of the functor
Hn ◦ R+F : K+(A ) → B and of the embedding A → K+(A ) of Remark IV.1.1.5 (send-
ing an object of A to a complex concentrated in degree 0) is equal to the nth right derived
functor RnF .

176



V.4 Derived category of an abelian category

Proof. Let I be the full subcatgeory of injective objects of A . We have seen in the proof of
Proposition V.4.3.1 that the full subcategory K+(I ) of K+(A ) satifies the hypothesis (b) of
Proposition V.2.4.4

More generally:

Definition V.4.4.3. Let F : A → B be a left exact additive functor, and let C be a full additive
subcategory of A . We say that C is F -injective if it satisfies the following properties:

(a) For every A ∈ Ob(A ), there exists a monomorphism A→ A′ with A′ ∈ Ob(C ).

(b) For every exact sequence 0 → A → B → C → 0 in A with A,B ∈ Ob(C ), we have
C ∈ Ob(C ).

(c) For every exact sequence 0 → A → B → C → 0 in A with A,B,C ∈ Ob(C ), the
sequence 0→ F (A)→ F (B)→ F (C)→ 0 is exact.

There is a similar definition of a F -projective subcategory if F is right exact.

Example V.4.4.4. (1) If A has enough injective objects, then the additive subcategory of in-
jective objects of A is F -injective for every left exact functor F : A → B.

(2) The category of flat right R-modules is (·)⊗RM -projective for every right R-module M .

(3) If A has enough injective objects and F : A → B is left exact, then the category of
F -acyclic objects (see Definition IV.3.3.4) is F -injective.

Proposition V.4.4.5. Let F : A → B be a left exact additive functor, and suppose that
there exists a F -injective subcategory C of A . Then F admits a right derived functor
RF : D+(A )→ D+(B), and we can calculate RF in the following way: If X ∈ Ob(K+(A )),
take a quasi-isomorphism X → Y with Y ∈ Ob(K+(C )) (this exists by Proposition V.4.3.3);
then RF (X) is the image of KF (Y ) in D+(B).

Proof. We want to apply Proposition V.3.2.1, so we must check the hyppotheses of that proposi-
tion. Condition (a) follows from Proposition V.4.3.3. Condition (b) says that, ifX ∈ Ob(C+(C ))
is acyclic, then so is F (X). Let’s prove this. We claim that Ker(dnX) = Im(dn−1

X ) is an object of
C for every n ∈ Z. If n is small enough, this holds because these objects are 0. Suppose that we
know the claim for n, and let’s prove it n+ 1. As X is acyclic, we have an exact sequence

0→ Im(dn−1
X )→ Xn → Coker(dn−1

X )
∼→ Im(dnX) = Ker(dn+1

X )→ 0.

By condition (b) in Definition V.4.4.3, this implies that Ker(dn+1
X ) is an object of C . Now

condition (c) in Definition V.4.4.3 implies that the sequence

0→ F (Im(dn−1
X )) = F (Ker(dnX))→ F (Xn)→ F (Im(dnX)) = F (Ker(dn+1

X ))→ 0

is exact for every n ∈ Z, and so the complex F (X) is acyclic.
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The formula for RF immediately gives the following corollary.

Corollary V.4.4.6. In the situation of Proposition V.4.4.5, suppose that the F -injective sub-
category C satisfies the hypothesis of Corollary V.4.3.4. Then the right derived functor
RF : D+(A )→ D+(B) sends Db(A ) to Db(B).

Composition of derived functors

Let F : A → A ′ and G : A ′ → A ′′ be left exact functors between abelian categories.
If the functors F , G and G ◦ F admit right derived functors RF : D+(A ) → D+(B),
RG : D+(B) → D+(C ) and R(G ◦ F ) : D+(A ) → D+(C ), then, by the universal
property of the right localization of a functor, we have a canonical morphism of functors
R(G ◦ F )→ (RG) ◦ (RF ), induced by the equality K(G ◦ F ) = (KG) ◦ (KF ).

Proposition V.4.4.7. Suppose that there exists a F -injective subcategory C of A and an G-
injective subcategory C ′ of A ′. Suppose also that F (C ) ⊂ C ′. Then the category C is (G ◦ F )-
injective, and the canonical morphism R(G◦F )→ (RG)◦ (RF ) is an isomorphism of functors.

Proof. The fact that C is (G ◦F )-injective follows immediately from Definition V.4.4.3, and the
isomorphism R(G◦F )

∼→ (RG)◦ (RF ) follows immediately from the formula for right derived
functors in Proposition V.4.4.5.

Remark V.4.4.8. Here is a partial converse. Assume that A and B have enough injective objects,
and that the morphismR(G◦F )→ (RG)◦(RF ) is an isomorphism of functors. Then the functor
F sends injective objects to G-acyclic objects.

Indeed, let I be an injective object of A . Then (RG)(RF (I)) ' R(G ◦F )(I) is concentrated
in degree 0, so RF (I) is G-acyclic.

Derived bifunctors

Let A , A ′, A ′′ be three abelian categories, and F : A ×A ′ → A ′′ be a bi-additive functor that
is left exact in each variable.

Definition V.4.4.9. If C if a full additive subcategory of A and C ′ if a full additive subcategory
of A ′, we say that the pair (C ,C ′) is F -injective if it satisfies the following conditions:

(a) For every X ∈ Ob(C ), the category C ′ is F (X, ·)-injective.

(b) For every X ′ ∈ Ob(C ′), the category C is F (·, X ′)-injective.

Lemma V.4.4.10. Suppose that (C ,C ′) is F -injective. Let X ∈ Ob(K+(C )) and
X ′ ∈ Ob(K+(C ′)), and suppose that X or X ′ is acyclic. Then Tot(F (X,X ′)) is acyclic.
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V.4 Derived category of an abelian category

Applying Proposition V.3.2.2, we get the following corollary.

Corollary V.4.4.11. If there exists a F -injective pair (C ,C ′), then the func-
tor K+(A ) × K+(A ′)

KF→ K+(A ′′) → D+(A ′′) admits a right localization
RF : D+(A )×D+(A ′)→ D+(A ′′), which is triangulated in each variable.

For example, if A has enough injective objects and if the functor F (I, ·) : A ′ → A ′′ is exact
for every injective object I of A , then the pair (I ,A ′) (where I is the category of injective
objects of A ) is F -injective, so the corollary applies. We can obviously switch the roles of A
and A ′, and we have similar results for right exact functors and left localizations.

Example V.4.4.12. (1) Let R be a ring. Then the functor (·)⊗R (·) : ModR× RMod→ Ab
admits a left localization (·) ⊗LR (· · · ) : D−(ModR) × D−(RMod) → D−(Ab), called
the derived tensor product functor.

LetM ∈ Ob(ModR) andN ∈ Ob(RMod). If P • →M andQ• → N are flat resolutions,
then we have

M ⊗LR N ' P • ⊗R N 'M ⊗R Q• ' Tor(P • ⊗R Q•).

In particular, for every n ∈ Z, we get

TorRn (M,N) = H−n(M ⊗LR N).

If R is commutative, we can similarly construct a derived tensor product functor
(·)⊗LR (·) : D−(RMod)×D−(RMod)→ D−(RMod).

(2) More generally, let (C ,T ) be a site satisfying the condition before Definition III.2.2.6 (so
that the sheafification functor is defined), let R be a commutative ring (or a sheaf of com-
mutative rings on CT ) and let A = Sh(CT , R) be the category of sheaves of R-modules
on CT . We are interested in the bifunctor (·) ⊗R (·) : A × A → A sending a pair of
sheaves ofR-modules (F ,G ) to the sheafification of the presheafX 7−→ F (X)⊗RG (X).
Even though A does not have enough projective objects in general, its flat objects form
a F ⊗R (·)-exact subcategory for every F ∈ Ob(A ), and we can use this to define the
derived bifunctor (·)⊗LR (·) : D−(A )×D−(A )→ D−(A ).

(3) Suppose that the abelian category A has enough injective objects or enough projective
objects. Then the functor HomC(A ) : C+(A ) × C−(A ) → C+(A ) of Definition IV.1.6.4
has a right localization RHomA : D+(A )×D−(A )→ D+(A ). 5

Suppose for example that A has enough injective objects. Let A,B ∈ Ob(A ), and let
B → I• be an injective resolution. Then

RHomA (A,B) = HomA (A, I•),

so, for every n ∈ Z, we have

ExtnA (A,B) = Hn(RHomA (A,B)).
5Note that HomC(A ) induces a functor on the homotopy categories, so we can apply our results.
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Theorem V.4.4.13. Suppose that A has enough injective objects or enough projective objects.
Then, for every X ∈ Ob(D−(A )) and Y ∈ Ob(D+(A )), we have

Hn(RHomA (X, Y )) ' HomD(A )(X, Y [n]).

We will need the following lemma, which generalizes Theorem IV.3.2.1(iv).

Lemma V.4.4.14. Let X, Y ∈ Ob(K(A )), let f : X → Y be a quasi-isomorphism,
and let I ∈ Ob(K+(A )) be a bounded below complex of injective objects. Then the map
(·) ◦ f : HomK(A )(Y, I)→ HomK(A )(X, I) is bijective.

Proof. We have a distinguished triangle in K(A ):

X
f→ Y

α(f)→ Mc(f)
β(f)→ X[1],

and Mc(f) is acyclic by Corollary IV.2.2.8. Applying the cohomological functor HomK(A )(·, I)
gives an exact sequence

HomK(A )(Mc(f), I)→ HomK(A )(Y, I)
(·)◦f→ HomK(A )(X, I)→ HomK(A )(Mc(f)[−1], I).

As Mc(f) is acyclic, we have HomK(A )(Mc(f), I) = HomK(A )(Mc(f)[−1], I) = 0 by Theorem
IV.3.2.1(i). This implies the result.

Proof of Theorem V.4.4.13. The functor RHomA commutes with shifts (i.e.
RHomA (X[n], Y [m]) ' RHomA (X, Y )[m − n]) because it is triangulated in each vari-
able, so it suffices to treat the case n = 0. It also suffices to treat the case where A has enough
injective objects.

Let Y → I be a quasi-isomorphism with I a bounded below complex of injective objects of
A . Then RHomA (X, Y ) ' HomC(A )(X, I), so, by Proposition IV.1.6.5, we have

H0(RHomA (X, Y )) ' HomK(A )(X, I)
A→ HomD(A )(X, I),

where the map A is induced by the localization functor K(A )→ D(A ). So it suffices to prove
that this map A is bijective. We use the fact that quasi-isomorphisms form a left multiplicative
system and the description of the Hom sets in the localization as the sets HomCl of Definition
V.2.2.3.

Let g ∈ HomD(A )(X, I). Then we can write g = f ◦ s−1, where s : X ′ → X is a quasi-
isomorphism in K(A ) and f : X ′ → I is a morphism in K(A ). By Lemma V.4.4.14, the map
(·) ◦ s : HomK(A )(X

′, I) → HomK(A )(X, I) is bijective, so there exists h : X → I in K(A )
such that f = h ◦ s, and then A(h) = g. So Q is surjective. To show that Q is injective, consider
a morphism f : X → I in K(A ) such that Q(f) = 0. Then there exists a quasi-isomorphism
s : X ′ → X such that f ◦ s = 0. Using again Lemma V.4.4.14, we see that this implies that
f = 0.
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V.4 Derived category of an abelian category

V.4.5 Ext groups

Fix an abelian category A .

Definition V.4.5.1. Let X, Y ∈ Ob(D(A )). For every n ∈ Z, we write

Homn
A (X, Y ) = ExtnA (X, Y ) = HomD(A )(X, Y [n]).

By the calculation in Example V.4.4.12(2), this is compatible with Definition IV.3.4.3 ifX and
Y are objects of A , and by Theorem V.4.4.13, we have

ExtnA (X, Y ) = HnRHomA (X, Y )

if A has enough injective or enough projective objects and if X ∈ Ob(D−(A )) and
Y ∈ Ob(D+(A )).

We now give a description of the groups ExtnA (A,B) forA,B ∈ Ob(A ) that holds even when
A does not have enough injective or projective objects. We already know that ExtnA (A,B) = 0
if n < 0 (by Corollary V.4.2.8) and that Ext0

A (A,B) = HomA (A,B) (by Remark V.4.2.5).

Definition V.4.5.2. Let A,B ∈ Ob(A ) and let i ≥ 1 be an integer. A degree i Yoneda extension
of A by B is an exact sequence in A :

0→ B → Ei−1 → . . .→ E1 → E0 → A→ 0.

We say that two such exact sequences 0 → B → Ei−1 → . . . → E0 → A → 0 and
0 → B → E ′i−1 → . . . → E ′0 → A → 0 are equivalent if there exists a commutative dia-
gram with exact rows:

0 // B // Ei−1
// . . . // E1

// E0
// A // 0

0 // B // E ′′i−1
//

��

OO

. . . // E ′′1 //

��

OO

E ′′0 //

��

OO

A // 0

0 // B // E ′i−1
// . . . // E ′1 // E ′0 // A // 0

It is not clear that “being equivalent” is an equivalence relation on Yoneda extensions, but it
follows from the next result.

Proposition V.4.5.3. Let A,B ∈ Ob(A ). Let c = (0→ B → Ei−1 → . . .→ E0 → A→ 0) be
a Yoneda extension of A by B. We write α(c) ∈ ExtiA (A,B) for the morphism f ◦ s−1, where f
is the obvious morphism of complexes

(. . .→ 0→ B → Ei−1 → . . . E0 → 0→ . . .)→ B[i]
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V Derived categories

and s is the quasi-isomorphism

(. . .→ 0→ B → Ei−1 → . . . E0 → 0→ . . .)→ A

(with E0 in degree 0 on the left hand side of both morphisms).

Then every element of ExtiA (A,B) is of the form α(c) for some Yoneda extension, and two
Yoneda extensions c and c′ are equivalent if and only if α(c) = α(c′).

Proof. We start with a construction. Suppose that X ∈ Ob(K(A )) and that we have morphisms
f : X → B[i], s : X → A such that s is a quasi-isomorphism. We construct a Yoneda extension
c(f, s) in the following way: Let Y = τ≥0X , and let g : Y → B[i] and t : Y → A be the
compositions of f and s with the canonical morphism τ≥0X → X . As A is concentrated in
degree 0, the morphism t is still a quasi-isomorphis, so we have an exact sequence

. . . X−2 → X−1 → X0 → A→ 0,

and the morphism g : Y → B[i] is zero except in every degree, except for g−i = f−i : X−i → B.
So we get a diagram with an exact first row:

. . . // X−i−1 // X−i //

f−i

��

X−i+1 //

��

. . . // X0 // A // 0

B u
// X−i+1 ⊕X−i B

We takeEi−1 = X−i+1⊕X−iB andEj = X−j for 0 ≤ j ≤ i−2. By Corollary II.2.1.16, the mor-
phism u : B → Ei−1 is injective. As d−i+1

X ◦d−iX , the morphism
(
d−i+1
X 0

)
: X−i+1⊕B → Ei−2

factors through a morphism d : Ei−1 → Ei−2, and we have Ker d = Imu. So we get an exact
sequence

0→ B
u→ Ei−1

d→ Ei−2

d−i+2
X→ Ei−3 → . . .→ E1

d−1
X→ E0 → A→ 0,

which is the desired Yoneda extension c(f, s). Also, the commutative diagram

. . . // X−i−1 // X−i //

f−i

��

X−i+1 //

��

. . . // X0 // A // 0

0 // B u
// Ei−1

// . . . // E0
// A // 0

and the construction of α imply that α(c(f, s)) = f ◦ s−1 ∈ HomD(A )(A,B[i]).

Now we prove the proposition. Let ξ ∈ ExtiA (A,B) = HomD(A )(A,B[i]). Then we can
write ξ = f ◦ s−1, where f : X → B[i] and s : X → A are morphisms in K(A ) and s is a
quasi-isomorphism, and then c(f, s) is a Yoneda extension such that α(c(f, s)) = ξ.

Let c = (0 → B → Ei−1 → . . . → E0 → A → 0) and
c′ = (0 → B → E ′i−1 → . . . → E ′0 → A → 0) be two degree n Yoneda extensions. If c and c′
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are equivalent, then the description of HomCl after Definition V.2.2.3 implies that α(c) = α(c′).
Conversely, suppose that α(c) = α(c′). Then there exists a commutative diagram

(∗) X
s

~~

f

""

A X ′′
f ′′
//s′′oo

OO

��

B[i]

X ′
s′

``

f ′

<<

where f : X → B[n], s : X → A, f ′ : X ′ → B[n] and s′ : X → A′ are
constructed from c and c′ as in the statement, and where s′′ is a quasi-isomorphism. Let
c(f ′′, s′′) = (0 → B → E ′′i−1 → . . . → E ′′0 → A → 0). Then the commutative diagram
(*) gives a commutative diagram

0 // B // Ei−1
// . . . // E1

// E0
// A // 0

0 // B // E ′′i−1
//

��

OO

. . . // E ′′1 //

��

OO

E ′′0 //

��

OO

A // 0

0 // B // E ′i−1
// . . . // E ′1 // E ′0 // A // 0

so c and c′ are equivalent.
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VI.1 Model categories

Model categories will give us a convenient framework in which to localize categories in a con-
trolled way, similar to the equivalence K+(I )

∼→ D+(A ) of Proposition V.4.3.1.

VI.1.1 Definition

Definition VI.1.1.1. Let C be a U -category. A model structure on C is the data of three sets of
morphisms containing all identity morphisms and stable by composition:

(1) the set W of weak equivalences;

(2) the set Fib of fibrations;

(3) the set Cof of cofibrations.

An element of W ∩ Fib is called an acyclic fibration or a trivial fibration, and an element of
W ∩ Cof is called an acyclic cofibration or a trivial cofibration.

The category C and the sets W , Fib and Cof are assumed to satisfy the following axioms:

(MC1) The category C has all U -small limits and colimits.

(MC2) The set of weak equivalencesW satisfy the two out of three property, that is, if f : X → Y
and g : Y → Z are morphisms of C such that two out of the three morphisms f , g and
g ◦ f are in W , then the third of these morphisms is also in W .

(MC3) The sets W , Fib and Cof are stable by retracts, that is, if we have a commutative diagram

A //

f
��

idA

''
X

g

��

// A

f
��

B //

idB

77Y // B

such that g is in W (resp. Fib, resp. Cof), then so is f . 1

1If we have such a commutative diagram, we say that f is a retract of g.
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(MC4) If we have a commutative square

A
f
//

i
��

X

p
��

B g
//

h
>>

Y

then there exists a diagonal morphism h : B → X making the diagram commute if either
of the following holds:

• i is a cofibration and p is an acyclic fibration;

• i is an acyclic cofibration and p is a fibration.

(MC5) For every morphisms f of C , we can write f = p1 ◦ i1 = p2 ◦ i2, where:

• i1 is a cofibration and p1 is an acyclic fibration;

• i2 is an acyclic cofibration and p2 is a fibration.

A category with a model structure is called a model catgeory.

Remark VI.1.1.2. The axioms of model categories are self-dual: (C ,W,Fib,Cof) is a model
category if and only if (C op,W op,Cofop,Fibop) is.

Let C be a model category. By axiom MC1, the category C has an initial object ∅ and a final
object ∗.

Definition VI.1.1.3. Let X be an object of C . We say that X is fibrant if the unique morphism
X → ∗ is a fibration, and cofibrant if the unique morphism ∅→ X is a cofibration.

Definition VI.1.1.4. The homotopy category of C is the localization C [W−1].

VI.1.2 Some consequences of the axioms

Definition VI.1.2.1. Let C be a category and let i : A → B and p : X → Y be two morphisms
of C . We say that i has the left lifting property (or LLP) relatively to p, or thet p has the right
lifting property (or RLP) relatively to i if, for every commutative square

A
f
//

i
��

X

p
��

B g
//

h
>>

Y

there exists a diagonal morphism h : B → X making the diagram commute.

Proposition VI.1.2.2. Let C be a model category.
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(i). A morphism of C is a cofibration (resp. an acyclic cofibration) if and only if it has the left
lifting property relatively to all acyclic fibrations (resp. to all fibrations).

(ii). A morphism of C is a fibration (resp. an acyclic fibration) if and only if it has the right
lifting property relatively to all acyclic cofibrations (resp. to all cofibrations).

Proof. It suffices to prove point (i) (point (ii) is just point (i) in the opposite category). The
“only if” direction follows from axiom MC4. We prove the other direction. Let i : A→ B be a
morphism that has the right lifting property relatively to acyclic fibrations. By axiom MC5, we
can write i = p1 ◦ i1, where i1 : A→ A′ is a cofibration and p1 : A′ → B is an acyclic fibration.
By assumption, there exists a morphism h : B → A′ making the following diagram commute:

A
i1 //

i
��

A′

p1

��

B
idB
//

h
>>

B

So we have a commutative diagram

A
idA //

i
��

A
idA //

i1
��

A

i
��

B
h
// A′ p1

// B

and h◦p1 = idA′ , which shows that i is a retract of i1, hence a cofibration by axiom MC3. If i has
the right lifting property relatively to all fibrations, then we write i = p2 ◦ i2 with p2 a fibration
and i2 an acyclic cofibration, and the same proof shows that i is a retract of i2, hence an acyclic
cofibration by MC3.

Corollary VI.1.2.3. Let C be a model category. Then any two of the setsW , Fib, Cof determine
the third.

Proof. It follows immediately from the proposition thatW and Fib (resp. W and Cof) determine
Cof (resp. Fib). Suppose that we know Fib and Cof. Then we also know the sets of acyclic
fibratins and of acyclic cofibrations, by the proposition. But a morphism of C is in W if and
only it is of the form p ◦ i, with p an acyclic fibration and i an acyclic cofibration. Indeed, the
condition is obviously sufficient. Conversely, let s ∈ W ; by MC5, we can write s = p ◦ i, with
p an acyclic fibration and i a cofibration, and by MC2, the morphism i is a weak equivalence,
hence an acyclic cofibration.
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Corollary VI.1.2.4. Let C be a model category, and let

(∗) X
u //

f
��

X ′

g
��

Y v
// Y ′

be a commutative square in C .

(i). If the square (*) is cartesian and g is a fibration (resp, an acyclic fibration), then f is also
a fibration (resp. an acyclic fibration).

(ii). If the square (*) is cocartesian and f is a cofibration (resp, an acyclic cofibration), then g
is also a cofibration (resp. an acyclic cofibration).

In particular, a finite product of fibrant objects is fibrant, and a finite coproduct of cofibrant
objects is cofibrant.

Proof. All the statements have similar proofs. Let us prove the first statement of (i). We use
Proposition VI.1.2.2 to check that f is a fibration. So let

A //

i
��

X

f
��

B
k
// Y

be a commutative diagram, with i an acyclic cofibration. By MC4, there exists h′ : B → X ′ such
that the following diagram commutes:

A //

i
��

X
f

��

// X ′

g
��

B //

h′

77

Y // Y ′

As the square (*) is cartesian, there exists a unique morphism h : B → X such that f ◦ h′ = k
and u ◦ h = h′, and then it is easy to check that the diagram

A //

i
��

X

f
��

B
k
//

h
>>

Y

is commutative.

Lemma VI.1.2.5 (Ken Brown’s lemma). Let C be a model category, let D be a category with
a set of morphisms WD that contains all identity morphisms and satisfies the two out of three
axiom MC2, and let F : C → D be a functor.
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(i). If F sends acyclic cofibrations between cofibrant objects to morphisms ofWD , then it sends
any weak equivalence between cofibrant objects to a morphism of WD .

(ii). If F sends acyclic fibrations between fibrant objects to morphisms of WD , then it sends
any weak equivalence between fibrant objects to a morphism of WD .

Proof. It suffices to prove (ii). Let s : A → B be a weak equivalence, with A and B fibrant
objects of C . Consider the cartesian square

A×B p1
//

p2

��

A

��

B // ∗

By Corollary VI.1.2.4, both p1 and p2 are fibrations. Using axiom MC5, we factor the mor-
phism (idA, f) : A → A × B into an acyclic cofibration i : A → C followed by a fibration
p : C → A × B; as A × B is fibrant, so is C. We have p1 ◦ p ◦ i = idA and p2 ◦ p ◦ i = f ,
so, by axiom MC2, the morphisms p1 ◦ p and p2 ◦ p are weak equivalences, hence acyclic fi-
brations. By the hypothesis on F , the morphisms F (p2 ◦ p) and F (p1 ◦ p) are in WD . As
F (p1 ◦ p) ◦ F (i) = F (idA) = idF (A) ∈ WD , the two out of three axiom for WD implies that
F (i) ∈ WD . Finally, the fact that F (f) = F (p2 ◦ p) ◦F (i) (and the two out of three property for
WD ) implies that F (f) ∈ WD .

VI.1.3 Examples

The stable category of modules

Definition VI.1.3.1. Let R be a ring. We say that R is a (left) Frobenius ring if the projective
and injective objects of RMod coincide.

Example VI.1.3.2. If G is a finite group and k is a field, then the group algebra k[G] is a Frobe-
nius ring.

We fix a Frobenius ring R.

Definition VI.1.3.3. We say that two morphisms f, g : M → N in RMod are stably equivalent
if f − g factors through a projective R-module.

It is easy to see that morpshism that are stably equivalent to 0 form an ideal in RMod. (See
Definition IV.1.3.1.)
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Definition VI.1.3.4. The stable category of (left) R-modules is the quotient of RMod by the
ideal of morphisms that are stably equivalent to 0.

We say that a morphism of RMod is a stable equivalence if it becomes an isomorphism in the
stable category of R-modules.

Theorem VI.1.3.5. There exists a model structure on RMod for which the cofibrations are the
injections, the fibrations are the surjections and the weak equivalences are the stable equiva-
lences. The homotopy category of RMod is the stable category of R-modules.

Model structures on complexes

Let R be a ring, and let C = C(RMod). Then there are two commonly used model structures
on C (see Section 2.3 of [5], and also problem A.10.2 for the first one):

(i). The projective model structure, for which W is the set of quasi-isomorphisms and Fib is
the set of surjections.

(ii). The injective model structure, for which W is the set of quasi-isomorphisms and Cof is
the set of injections.

The projective model structure restricts to a model structure on C−(RMod) and on
C≤n(RMod), for every n ∈ Z; on these categories, a cofibration is an injective morphism whose
cokernel is a complex of projective objects. Similary, the injective model structure restricts to
a model structure on C+(RMod) and on C≥n(RMod), for every n ∈ Z; on these categories, a
fibration is a surjective morphism whose kernel is a complex of injective objects.

Both model structures have the same homotopy category, which is the derived category of
RMod. The projective model structure is useful when we want to derived right exact functors,
and the injective model structure is useful when we want to derived left exact functors.

Model structures on abelian categories

There is more general theory of abelian model structures on abelian categories generalizing the
first two examples (remember that, if A is an abelian category, then so is C(A )). They are
related to another structure called a cotorsion pair. See Hovey’s article [6] for a survey.

For example, if A is a Grothendieck abelian category, then there is an injective model structure
on C(A ). Also, if A is a category of sheaves of O-modules on a site (where O is a sheaf of
commutative rings), then, even though A usually does not have enough projective objects, we
can use flat objects instead to define a “flat model structure” that allows us to derived the tensor
product functor.
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Model structures on the category of topological spaces

Definition VI.1.3.6. Let f : X → Y be a continuous map. We say that f is a weak homotopy
equivalence if, for every x ∈ X and every n ∈ N, the map πn(f, x) : πn(X, x)→ πn(Y, f(x)) is
bijective.

There are two standard model structures on Top having weak homotopy equivalences as their
set of weak equivalences:

(i). The classical Quillen model structure (see Section 2.4 of [5]), for which:

a) the fibrations are the Serre fibrations, i.e. the morphisms having the right lifting
property relatively to all inclusions Dn → Dn × [0, 1], x 7−→ (x, 0), where Dn is
closed unit disk in Rn;

b) the cofibrations are the retracts of relative cell complexes (see Section 2.1.2 of [5]
and the discussion under Definition 2.4.3 of that book).

(ii). The mixed model structure (see Sections 17.3 and 17.4 of [11]), for which:

a) the fibrations are the Hurewicz fibrations, i.e. the maps that have the right lifting
property with respect to the inclusion X → X × [0, 1], x 7−→ (x, 0), for every
topological space X;

b) the cofibrant objects are the spaces that are homotopy equivalent to CW complexes.

Both model structures have variants for Top∗, the category of pointed topological spaces, and
the classical Quillen model structure has variants for the subcategories of compactly generated
spaces and Kelley spaces. See Section 2.4 of [5].

VI.2 Homotopy in model categories

In this section, we fix a model category C .

VI.2.1 Left and right homotopies

Definition VI.2.1.1. Let A ∈ Ob(C ).

(i). A cylinder object forA is a factorizationAtA i→ A∧I s→ A of the morphismAtA→ A
induced by (idA, idA).

A t A i //

%%

A ∧ I
s
��

A
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where i is a cofibration and s is a weak equivalence.

(ii). A path object for A is a factorization A
t→ AI

p→ A × A of the diagonal morphism
A→ A× A (induced by (idA, idA)).

A
t //

##

AI

p

��

A× A
where p is a fibration and t is a weak equivalence.

Remark VI.2.1.2. By axiom MC5, every object of C has a cylinder object and a path object.
Note that these cylinder and path objects are not unique.

Example VI.2.1.3. Let X be a topological space. We write I = [0, 1].

(1) The morphisms i0, i1 : X → X×I defined by i0(x) = (x, 0) and i1(x) = (x, 1) are acyclic
cofibrations for the mixed model structure on Top, and the first projection p : X× I → X

is a weak homotopy equivalence, so X t X i0ti1→ X × I p→ X is a cylinder object for X
in the mixed model structure. If X is a CW complex, it is also a cylinder object in the
classical Quillen model structure.

If we work in Top∗ and x0 is the base point of X , then we have to use the smash product
X ∧ I instead, where X ∧ I is the quotient of X ∧ I by the equivalence relations that
identifies (x0, t) and (x, 0) with (x0, 0), for every x ∈ X and every t ∈ I .

Note that p : X × I → X is a Serre fibration, but it is not a Hurewicz fibration in general.
(It is if X is paracompact.)

(2) The Let XI be the space of continuous maps from I to X (with the compact-open topol-
ogy), let p : XI → X × X be the map γ 7−→ (γ(0), γ(1)) and i : X → XI be the
map sending x ∈ X to the constant function t 7−→ x on I . Then i is a weak homotopy
equivalence and p is a Serre fibration, so we get a path object for X in the classical Quillen
model structure on Top.

Lemma VI.2.1.4. Let A ∈ Ob(C ).

(i). Let A t A i→ A ∧ I s→ A be a cylinder object for A, let j0, j1 : A → A t A be the two
canonical morphisms, and let i0 = i◦ j1, i1 = i◦ j1. Then i0 and i1 are weak equivalences,
and they are acyclic cofibrations if A is cofibrant.

(ii). Let A t→ AI
p→ A×A be a path object for A, let q0, q1 : A×A→ A be the two canonical

projections, and let p0 = q0 ◦ p, p1 = q1 ◦ p. Then p0 and p1 are weak equivalences, and
they are acyclic fibrations if A is fibrant.

Proof. It suffices to prove (i). The compositions of i0 and i1 with the morphism A t A → A
induced by (idA, idA) are both equal to idA, so we have s ◦ i0 = s ◦ i1 = idA. As s is a weak
equivalence, axiom MC2 implies that i0 and i1 are weak equivalences.
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Suppose that A is cofibrant. We have a cocartesian square

∅ //

��

A

j0
��

A
j1
// A t A

so, by Corollary VI.1.2.4, the morphisms j0 and j1 are cofibrations. As i is a cofibration, we
deduce that i0 and i1 are also cofibrations.

Definition VI.2.1.5. Let f, g : A→ X be two morphisms of C .

(i). A left homotopy from f to g is a morphism H : A∧ I → X making the following diagram
commute:

A t A i //

ftg
%%

A ∧ I
H
��

X

where A t A i→ A ∧ I s→ A is a cylinder object for A. If a left homotopy from f to g
exists, we say that f and g are left homotopic and we write f l∼ g.

(ii). A right homotopy from f to g is a morphism K : A→ XI making the following diagram
commute:

A

K
��

f×g
// X ×X

XI

p

::

where X t→ XI p→ X ×X is a path object for X . If a right homotopy from f to g exists,
we say that f and g are right homotopic and we write f r∼ g.

Remark VI.2.1.6. In general, the relations l∼ and r∼ are not equivalence relations.

Remark VI.2.1.7. We use the notation of Definition VI.2.1.5. If f l∼ g (resp. f r∼ g), then f is a
weak equivalence if and only g is a weak equivalence.

Let us prove the statement about left homotopies. Suppose that f l∼ g. Let H : A ∧ I → X
be a left homotopy from f to g. Let i0, i1 : A → A ∧ I be the two morphisms defined in
Lemma VI.2.1.4. By this lemma, the morphisms i0 and i1 are weak equivalences. We also have
f = H ◦ i0 and g = H ◦ i1. Hence, if f (resp. g) is a weak equivalence, so is H by axiom MC2,
and then g = H ◦ i1 (resp. f = H ◦ i0) is also a weak equivalence.

Proposition VI.2.1.8. Let f, g : A→ X , h : B → A and k : X → Y be morphisms of C .

(i). If f l∼ g, then k ◦ f l∼ k ◦ g.
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(ii). If f r∼ g, then f ◦ h r∼ g ◦ h.

(iii). If X is fibrant and f l∼ g, then f ◦ h l∼ g ◦ h.

(iv). If A is cofibrant and f r∼ g, then k ◦ f r∼ k ◦ g.

Proof. It suffices to prove the statements about left homotopies, so suppose that we have a left
homotopy H : A∧ I → X from f to g, with AtA i→ A∧ I s→ A a cylinder object for A. Then
k ◦H is a left homotopy from k ◦ f to k ◦ g, so we get (i).

We assume that X is fibrant, and we want to prove that f ◦ h l∼ g ◦ h. Write s = s′′ ◦ s′,
where s′ : A ∧ I → C is an acyclic cofibration and s′′ : C → A is an acyclic fibration. Then
AtA s′◦i→ C

s′′→ A is also a cylinder object for A. As X is fibrant and s′ is an acyclic cofibration,
there exists a morphism H ′ : C → X making the following diagram commute

A ∧ I H //

s′

��

X

��

C

H′
;;

// ∗

that is, such that H ′ ◦ s′ = H . Then H ′ : C → X is also a homotopy from f to g. So, after
replacing H by H ′, we may and will assume that s is an acyclic fibration (and not just a weak
equivalence). Now let B tB j→ B ∧ I t→ B be a cylinder object for B. We have a commutative
diagram

B tB i◦(hth)
//

j
��

A ∧ I
s
��

B ∧ I
h◦t

//

l

99

A

As s is an acyclic fibration and j is a cofibration, there exists a morphism l : B ∧ I → A ∧ I
making the diagram commute. Then H ◦ l : B ∧ I → X is a left homotopy from f ◦ h to g ◦ h.

Proposition VI.2.1.9. Let A,X ∈ Ob(C ). Then the relations l∼ and r∼ are reflexive and sym-
metric on HomC (A,X). Moreover:

(i). If A is cofibrant, then left homotopy is an equivalence relation on HomC (A,X).

(ii). If X is fibrant, then right homotopy is an equivalence relation on HomC (A,X).

Proof. It suffices to prove the statements about l∼.

If A t A i→ A ∧ I s→ A is a cylinder object for A, then, for every f : A→ X , the morphism
f ◦ s is a left homotopy from f to f . So l∼ is reflexive.
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Let f, g ∈ HomC (A,X), and let H : A ∧ I → X be a left homotopy from f to g, where
AtA i→ A∧I s→ A is a cylinder object forA. Composing iwith the morphism δ : AtA→ AtA
that switches the two copies of A, we get a new cylinder object A t A i◦δ→ A ∧ I s→ A for A,
and we have H ◦ (i ◦ δ) = g t f , so, using this new cylinder object, the morphism H defines a
homotopy from g to f . So l∼ is symmetric.

Assume that A is cofibrant, and let f, g, h : A→ X be morphisms such that f l∼ g and g l∼ h.
We choose a left homotopy H : A ∧ I → X from f to g and H ′ : (A ∧ I)′ → X from g to

h, where A t A i→ A ∧ I s→ A and A t A i′→ (A ∧ I)′
s′→ A are cylinder objects for A. Let

i0, i1 : A→ A ∧ I and i′0, i
′
1 : A→ (A ∧ I)′ be the morphisms defined in Lemma VI.2.1.4, and

define (A ∧ I)′′ as the pushout of i′0 and i1; in other words, the following square is cocartesian:

A
i′0 //

i1
��

(A ∧ I)′

��

A ∧ I // (A ∧ I)′′

By Lemma VI.2.1.4, the morphisms i′0 and i1 are acyclic cofibrations, hence, by Proposition
VI.1.2.4, so are the two canonical morphisms A ∧ I → (A ∧ I)′′ and (A ∧ I)′ → (A ∧ I)′′.
So the canonical morphism j : A → (A ∧ I)′′ is an acyclic cofibration. Also, by the universal
property of the pushout, the morphisms s : A∧ I → A and s′ : (A∧ I)′ → A induce a morphism
s′′ : (A∧I)′′ → A such that s′′◦j = idA. By axiom MC2, the morphism s′′ is acyclic. Moreover,
the pair (i0 : A → A ∧ I, i′1 : A → (A ∧ I)′) defines a morphism i′′ : A t A → (A ∧ I)′′ such
that s′′ ◦ i′′ : A t A→ A is the morphism induced by (idA, idA). Note that we do not claim that
i′′ is a cofibration.

Now consider the morphism H ′′ : (A ∧ I)′′ → X induced by H and H ′ (using the universal
property of the pushout). We have H ′′ ◦ i′′ = (H ◦ i0) t (H ′ ◦ i′1) = f t h.

A
i′0 //

i1
��

(A ∧ I)′

��
H′

��

A ∧ I //

H
**

(A ∧ I)′′

H′′

$$

X

Using axiom MC5, write i′′ = q ◦ j, where j : AtA→ C is a cofibration and q : C → (A∧ I)′′

is an acyclic fibration. Then A t A j→ C
s′′◦q→ A is a cylinder object for A, and H ′′ ◦ q : C → X

is a left homotopy from f to h. So we have proved that f l∼ h.

Definition VI.2.1.10. Let A,X ∈ Ob(C ). We denote by πl(A,X) (resp. πr(A,X)) the set of
equivalence classes in HomC (A,X) for the equivalence relation generated by l∼ (resp. r∼).
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Corollary VI.2.1.11. Let X, Y, Z ∈ Ob(C ).

(i). If Z is fibrant, then the composition law HomC (X, Y ) × HomC (Y, Z) → HomC (X,Z),
(f, g) 7−→ g ◦ f induces a map πl(X, Y )× πl(Y, Z)→ πl(X,Z).

(ii). IfX is cofibrant, then the composition law HomC (X, Y )×HomC (Y, Z)→ HomC (X,Z),
(f, g) 7−→ g ◦ f induces a map πr(X, Y )× πr(Y, Z)→ πr(X,Z).

Proof. As before, it suffices to treat the case of left homotopies. Let f, f ′ : X → Y and
g, g′ : Y → Z such that f l∼ f ′ and g l∼ g′. We need to show that g ◦ f and g′ ◦ f ′ define the
same element of πl(X,Z). By Proposition VI.2.1.8(i), we have g ◦ f l∼ g ◦ f ′; by (iii) of the
same proposition and the assumption that Z is fibrant, we have g ◦ f ′ l∼ g′ ◦ f ′. This implies the
desired conclusion.

Proposition VI.2.1.12. (i). Let A be a cofibrant object of C and h : X → Y be an acyclic
fibration or a weak equivalence between fibrant objects. Then composition (on the left) by
h induces a bijection πl(A,X)

∼→ πl(A, Y ).

(ii). Let X be a fibrant object of C and h : A → B be an acyclic cofibration or a weak
equivalence between cofibrant objects. Then composition (on the right) by h induces a
bijection πr(B,X)

∼→ πr(A,X).

Proof. It suffices to prove (i).

The fact that composition on the left by h gives a well-defined map α : πl(A,X)
∼→ πl(A, Y )

follows from Proposition VI.2.1.8(i). Note also that by Proposition VI.2.1.9, the relation l∼ is an
equivalence relation on HomC (A,X) and HomC (A, Y ).

Suppose first that h is an acyclic fibration. We show that α is surjective. Let g ∈ HomC (A, Y ).
Consider the commutative square

∅ //

��

X

h
��

A g
//

f
>>

Y

As A is cofibrant and h is an acyclic fibration, there exists a morphism f : A → X such that
h ◦ f = g, and then α sends the class of f to the class of g. We show that α is injective. Let
f, f ′ ∈ HomC (A,X) such that h ◦ f l∼ h ◦ f ′. Choose a left homotopy H : A ∧ I → Y from
h◦f to h◦f ′, where AtA i→ A∧A→ A is a cylinder object for A. As h is an acyclic fibration
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and i is a cofibration, we can find K : A ∧ I → X making the following diagram commute:

A t A ftg
//

i
��

X

h
��

A ∧ I
H
//

K
;;

Y

This morphism K is a left homotopy from f to g, so f and g have the same class in πl(A,X).
This finishes the proof in the case where h is an acyclic fibration.

Now suppose that X and Y are fibrant and that h is a weak equivalence. Let D = Set and
WD be the set of isomorphisms in D ; this set WD clearly contains the identity morphisms and
satisfies the two out of three axiom. Consider the functor F : C → D , Z 7−→ πl(A,Z). By
the first case, the functor F sends acyclic fibrations to morphisms in WD , so, by Ken Brown’s
lemma (Lemma VI.1.2.5), it sends any weak equivalence between fibrant objects to a bijection.
Applying this to h gives the result.

VI.2.2 Comparing left and right homotopies

Proposition VI.2.2.1. Let f, g : A→ X be morphisms of C .

(i). Suppose that f l∼ g and that A is cofibrant. If X t→ X × I p→ X ×X is a path object for
X , then there exists a right homotopy H : A→ XI from f to g.

XI

p

��

A

H

;;

f×g
// X ×X

(ii). Suppose that f r∼ g and that X is fibrant. If A t A i→ A ∧ I s→ A is a cylinder object for
A, then there exists a left homotopy H : A ∧ I → X from f to g.

A t A ftg
//

i
��

X

A ∧ I
H

;;

Proof. If suffices to prove (i). Let K : A ∧ I → X be a left homotopy from f to g, where
AtA i→ A∧I s→ A is a cylinder object forA. AsA is cofibrant, the morphisms i0, i1 : A→ A∧I
defined in Lemma VI.2.1.4 are acyclic cofibrations. Also, as K ◦ i = f t g and s◦ i = idAt idA,
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we have (s×K) ◦ i0 = idA× f and (s×K) ◦ i1 = idA× g. In particular, as p ◦ t : X → X ×X
is the diagonal morphism, we have a commutative diagram:

A
f

//

i0
��

X
t // XI

p

��

A ∧ I
s×K

//

H

44

A×X
f×idX

// X ×X

As p is a fibration and i0 is an acyclic cofibration, we have a morphism H : A ∧ I → XI

making the diagram commutative, and then H ◦ i1 : A → XI satisfies
p ◦ (H ◦ i1) = (f × idX) ◦ (s × K) ◦ i1 = f × g, hence is a right homotopy from f to
g.

Corollary VI.2.2.2. Let f, g : A→ X be two morphisms of C , with A cofibrant and X fibrant.
Fix a cylinder object A t A→ A ∧ I → A for A and a path object X → XI → X ×X for X .
Then the following conditions are equivalent:

(i). f l∼ g;

(ii). there exists a left homotopy H : A ∧ I → X from f to g;

(iii). f r∼ g;

(iv). there exists a right homotopy K : A→ XI from f to g.

In particular, the relations l∼ and r∼ are equal equivalence relations on HomC (A,X). We
denote the quotient by π(A,X).

VI.2.3 The Whitehead theorem

Definition VI.2.3.1. Let X, Y ∈ Ob(C ). We say that two morphisms f, g : X → Y are
homotopic if they are both left and right homotopic; in that case, we write f ∼ g. We say that
f : X → Y is a homotopy equivalence if there exists f ′ : Y → X such that f ◦ f ′ ∼ idY and
f ′ ◦ f ∼ idX .

In algebraic topology, the Whitehead theorem says that a continuous map between CW com-
plexes that induces isomorphisms on all homotopy groups is a homotopy equivalence. The fol-
lowing theorem is a formal version of this.

Theorem VI.2.3.2. Let A and B be two objects of C that are fibrant and cofibrant, and let
f : A → B be a morphism. Then f is a weak equivalence if and only if it is a homotopy
equivalence.
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Proof. First suppose that f is a weak equivalence. Let X be a cofibrant object of C ; by Proposi-
tion VI.2.1.12 and Corollary VI.2.2.2, the map f ◦ (·) : π(X,A)→ π(X,B) is bijective. Taking
X = B, we get a morphism g : B → A such that f ◦ g ∼ idB. By Proposition VI.2.1.8, this
implies in particular that f ◦ g ◦ f ∼ f , so, taking X = A in the first sentence, we deduce that
g ◦ f ∼ idA. This shows that f is a homotopy equivalence.

Now suppose that f is a homotopy equivalence. We want to show that f is weak equivalence.
By axiom MC5, we can write f = p◦i, where i : A→ C is an acyclic cofibration and p : C → B
is a fibration, and it suffices to prove that p is a weak equivalence. Let g : B → A be a morphism
such that g ◦ f ∼ idA and f ◦ g ∼ idB, and let H : B ∧ I → B be a left homotopy from f ◦ g
to idB, where B t B → B ∧ I → B is a cylinder object for B. Let i0, i1 : B → B ∧ I be the
morphisms of Lemma VI.2.1.4; by that lemma and the fact that B is cofibrant, they are acyclic
cofibrations. In particular, by axiom MC4, there exists a morphism K : B ∧ I → C making the
following diagram commute:

B
i◦g

//

i0
��

C

p
��

B ∧ I

K
;;

H
// B

If q = K ◦ i1, then K is a left homotopy from K ◦ i0 = i ◦ g to q. Moreover, we have
p ◦ q = p ◦ K ◦ i1 = H ◦ i1 = idB. Note that C is fibrant and cofibrant, so, by the first
part of the proof, the weak equivalence i is a homotopy equivalence. Choose a morphism
j : C → A such that j ◦ i ∼ idA and i ◦ j ∼ idC . Then we have p ∼ p ◦ i ◦ j = f ◦ j,
so q ◦ p ∼ (i ◦ g) ◦ (f ◦ j) ∼ i ◦ idA ◦ j ∼ idC . Let H ′ : C ∧ I → C be a left homotopy from idC
to q ◦ p, where C t C → C ∧ I → C is a cylinder object for C, and i′0, i

′
1 : C → C ∧ I are the

morphisms of Lemma VI.2.1.4; by that lemma again, these morphisms are acyclic cofibrations.
As H ′ ◦ i′0 = idC , the two out of three property for weak equivalences (axiom MC2) implies
that H ′ is a weak equivalence, hence so is q ◦ p = H ′ ◦ i′1. (We are reproving part of Remark
VI.2.1.7.) But we have a commutative diagram

C
idC //

p
��

C
idC //

q◦p
��

C

p
��

B q
// C p

// C

(remember that p ◦ q = idB), so p is a retract of q ◦ p, hence it is a weak equivalence by axiom
MC3.

VI.3 The homotopy category

As before, we fix a model category C .
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VI.3.1 Fibrant and cofibrant replacements

Definition VI.3.1.1. Let X be an object of C . A cofibrant replacement of X is an acyclic fibra-
tion Q(X) → X with Q(X) cofibrant, and a fibrant replacement of X is an acyclic cofibration
X → R(X) with R(X) fibrant.

Example VI.3.1.2. If C = C−(A ) with the model structure of problem A.10.2 (where A is an
abelian category that has enough projective objects), then a projective resolution of an object of
A is a cofibrant replacement.

By axiom MC5 applied to the morphisms ∅ → X and X → ∗, cofibrant and fibrant replace-
ments of X always exist. Note that, despite the notation, we are not claiming that we can make
these functorial in X . The best we can do is the following proposition.

For every X of C , we choose a cofibrant replacement pX : Q(X) → X of X and a fi-
brant replacement iX : Q(X) → RQ(X) of Q(X), such that pX = idX if X is cofibrant and
iX = idQ(X) if Q(X) is fibrant. As iX is a cofibration and Q(X) is cofibrant, the object RQ(X)
is also cofibrant, so it is fibrant and cofibrant.

Proposition VI.3.1.3. Let f : X → Y be a morphism of C . Then there exists a commutative
diagram:

X

f

��

Q(X)
pXoo

f1

��

iX // RQ(X)

f2

��

Y Q(Y )pY
oo

iY
// RQ(Y )

Then the morphisms f1 and f2 are uniquely determined up to homotopy.

Moreover, if f is a weak equivalence, then so are f1 and f2.

Proof. The last sentence follows immediately from the two out of three property for weak equiv-
alences (axiom MC2).

We get the morphism f1 : Q(X) → Q(Y ) by applying axiom MC4 to the following commu-
tative square:

∅ //

��

Q(Y )

pY

��

Q(X)
f◦pX

//

f1

::

Y

Suppose that f1, f
′
1 : Q(X)→ Q(Y ) are two morphisms such that pY ◦ f1 = f ◦ pX = pY ◦ f ′1,

and let Q(X)tQ(X)→ Q(X)∧ I → Q(X) be a cylinder object for Q(X). As pY is an acyclic
fibration, axiom MC4 implies that there exists H : Q(X) ∧ I → Q(Y ) making the following
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diagram commute:

Q(X) tQ(X)
f1tf ′1 //

��

Q(Y )

pY

��

Q(X) ∧ I

H

44

// Q(X)
f◦pX

// Y

This morphisms H is a left homotopy from f1 to f ′1, so f1 is uniquely determined up to left
homotopy. By Proposition VI.2.2.1 (and the fact that Q(X) is cofibrant), it is also uniquely
determined up to right homotopy.

We get the morphism f2 : RQ(X) → RQ(Y ) by applying axiom MC4 to the following
commutative square:

Q(X)
iY ◦f1

//

iX
��

RQ(Y )

��

RQ(X) //

f2

99

∗

Suppose that f1, f
′
1 : Q(X)→ Q(Y ) are two morphisms such that pY ◦ f1 = f ◦ pX = pY ◦ f ′1,

and that f2, f
′
2 : RQ(X) → RQ(Y ) are two morphisms such that f2 ◦ iX = iY ◦ f1 and

f ′2 ◦ iX = iY ◦ f ′1. We have already seen that f1
l∼ f ′1, so, by Proposition VI.2.1.8, we have

iY ◦ f1
l∼ iY ◦ f ′1; as Q(X) is cofibrant and RQ(Y ) is fibrant, this implies that iY ◦ f1

r∼ iY ◦ f ′1
thanks to Corollary VI.2.2.2. Let K : Q(X) → RQ(Y )I be right homotopy from iY ◦ f1 to
iY ◦ f ′1, where RQ(Y ) → RQ(Y )I

p→ RQ(Y ) × RQ(Y ) is a path object for RQ(Y ). Then
p ◦K = (iY ◦ f1, iY ◦ f ′1) : Q(X)→ RQ(Y )×RQ(Y ), so the following square commutes:

Q(X) K //

iX
��

RQ(Y )I

p

��

RQ(X)
(f2,f ′2)

//

H′
66

RQ(Y )×RQ(Y )

By axiom MC4, there exists a morphism H ′ : RQ(X) → RQ(Y )I such that p ◦H ′ = (f2, f
′
2),

and this morphisms is a right homotopy from f2 to f ′2. As RQ(X) and RQ(Y ) are fibrant and
cofibrant, Corollary VI.2.2.2 implies that f2 and f ′2 are homotopic.

Definition VI.3.1.4. Let Cc (resp. Cf , resp Ccf ) be the full subcategory of C whose objects are
the cofibrant (resp. fibrant, resp. fibrant and cofibrant) objects. We consider the following four
categories:

(i). The category π(Cc) having the same objects as Cc and such that
Homπ(Cc)(X, Y ) = πr(X, Y ).

(ii). The category π(Cf ) having the same objects as Cf and such that
Homπ(Cf )(X, Y ) = πl(X, Y ).
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(iii). The category π(Ccf ) having the same objects as Ccf and such that
Homπ(Ccf )(X, Y ) = π(X, Y ).

(iv). The category Ho(C ) having the same objects as C and such that, for all A,B ∈ Ob(C ),
HomHo(C )(A,B) = π(RQ(A), RQ(B)).

The Hom sets of π(Ccf ) and Ho(C ) are well-defined by Corollary VI.2.2.2, and Corollary
VI.2.1.11 implies that composition is well-defined on all four of the categories.

Corollary VI.3.1.5. (i). The assignement X 7−→ Q(X) extends to a functor Q : C → π(Cc).
More precisely, if f : X → Y is a morphism of C and f1 : Q(X) → Q(Y ) is as in
Proposition VI.3.1.3, then Q(f) is the class of f1 in πr(X, Y ).

This functor Q sends weak equivalences to weak equivalences, where a weak equivalence
in π(Cc) is the class of a weak equivalence in Cc.

(ii). Similary, if we choose a fibrant replacement X → R(X) for every X ∈ Ob(C ), then the
assignment X 7−→ R(X) extends to a functor R : C → π(Cf ), and this functor sends
weak equivalences to weak equivalences.

(iii). The assignement X 7−→ RQ(X) extends to a functor RQ : C → π(Ccf ). More precisely,
if f : X → Y is a morphism in C and f2 : RQ(X) → RQ(Y ) is as in Proposition
VI.3.1.3, then we take RQ(f) equal to the class of f2 in π(RQ(X), RQ(Y )).

This functor sends weak equivalences to isomorphisms.

(iv). The functor π(Ccf ) → Ho(C ) induced by the inclusion Ccf ⊂ C is an equivalence

of categories, and the composition C
RQ→ π(Ccf ) → Ho(C ) is equal to the functor

p : C → Ho(C ) that sends every X ∈ Ob(C ) to X and every f : X → Y to the
class of f2 in π(RQ(X), RQ(Y )), where f2 : RQ(X) → RQ(Y ) is as in Proposition
VI.3.1.3.

Proof. We prove (i) (note that (ii) is just (i) in the opposite category). Let f : X → Y be a
morphism of C and let f1 : Q(X) → Q(Y ) is as in Proposition VI.3.1.3. By that proposition,
the morphism f1 is uniquely determined up to homotopy. So its class in πr(X, Y ) only depends
on f , and it makes sense to take Q(f) equal to this class. It is easy to see that Q is a functor. The
last statement of (i) follows immediately from the last statement of Proposition VI.3.1.3.

Proposition VI.3.1.3 immediately gives the first part of (iii), and the second part of (iii) follows
from Theorem VI.2.3.2. As for (iv), it is an easy consequence of (iii).
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VI.3.2 Calculation of the homotopy category

Theorem VI.3.2.1. The functor p : C → Ho(C ) is a localization of the category C by W . It
sends left or right homotopic morphisms of C to the same morphism of Ho(C ). Moreover, a
morphism f of C is a weak isomorphism if and only if p(f) is an isomorphism.

In particular, we get equivalences of categories

C [W−1] ' Ho(C ) ' π(Ccf ).

Note that we could have exchanged the roles ofQ andR in the theorem (and the results preceding
it).

Proof. We check the conditions of Definition V.2.1.1. We already know that p sends weak equiv-
alences to isomorphisms, so we get condition (a).

Let F : C → D be a functor such that G(s) is an isomorphism for every s ∈ W . We
construct a functor G′ : Ho(C ) → D such that G′ ◦ p = G. As p is the identity on ob-
jects, we take G′(X) = G(X) for every X ∈ Ob(C ). Let ϕ ∈ HomHo(C )(X, Y ), and let
f2 : RQ(X)→ RQ(Y ) be a morphism of C representing ϕ. By Lemma VI.3.2.2, the morphism
G(f2) only depends on ϕ. We have a diagram:

X Q(X)
pXoo

iX // RQ(X)

f2

��

Y Q(Y )
pYoo

iY // RQ(Y )

where every horizontal morphism is a weak equivalence, so we can define G′(ϕ) by

G′(ϕ) = G(pY ) ◦G(iY )−1 ◦G(f2) ◦G(iX) ◦G(pX)−1;

this only depends on ϕ and not on the choice of f2. It is easy to see that G′ is a functor (for
example, if f2 : RQ(X)→ RQ(Y ) and g2 : RQ(Y )→ RQ(Z) represent ϕ ∈ HomHo(C )(X, Y )
and ψ ∈ HomHo(C )(Y, Z), then g2 ◦ f2 represents ψ ◦ ϕ), and we have G′ ◦ p = G by definition
of p. This shows condition (b).

We check condition (c). Let G1, G2 : Ho(C ) → C ′ be two functors. We want to show that
composing by p on the right induces a bijection

α : HomFunc(Ho(C ),D)(G1, G2)→ HomHo(C )(G1 ◦ p,G2 ◦ p).

Let ϕ : X → Y be a morphism in Ho(C ), and let f2 : RQ(X) → RQ(Y ) be a morphism in
C representing ϕ. Then we have ϕ = p(pY ) ◦ p(iY )−1 ◦ p(f2) ◦ p(iX) ◦ p(pX)−1 in Ho(C ). As
in the proof of Theorem V.2.1.4, this implies that α in injective (that is, a morphism of functors
G1 → G2 is determined by its restriction to the image of p). Conversely, let u : G◦p→ G2◦p be
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a morphism of functors. If there exists a morphism of functors v : G1 → G2 such that u = α(v),
then we have v(X) = u(X) : G1(X)→ G2(X) for every X ∈ Ob(C ). So, to show that u is in
the image of α, we have to show that the family (u(X))X∈Ob(C ) defines a morphism of functors
from G1 to G2, that is, that the diagram

G1(X)
u(X)

//

G1(f)

��

G2(X)

G2(f)

��

G1(Y )
u(Y )

// G2(Y )

is commutative for every morphism ϕ : X → Y in Ho(C ). As ϕ is a composition of morphisms
p(f) and p(s)−1, for f a morphism of C and s ∈ W , it suffices to treat the case where ϕ = p(f)
or ϕ = p(s)−1, but then the conclusion is clear.

The second statement follows immediately from Lemma VI.3.2.2(iii).

We prove the last statement. Let f be a morphism of C . If f is a weak equivalence, we
already know that p(f) is an isomorphism. Suppose that p(f) is an isomorphism. Then the
morphism f2 : RQ(X) → RQ(Y ) of Proposition VI.3.1.3 is a homotopy equivalence, hence a
weak equivalence by Theorem VI.2.3.2. As we have a commutative diagram

X

f

��

Q(X)
pXoo

iX //

f1

��

RQ(X)

f2

��

Y Q(Y )
pYoo

iY // RQ(Y )

where all the horizontal morphisms are weak equivalences, this implies that f1 is a weak equiv-
alence, hence that f is a weak equivalence.

Lemma VI.3.2.2. Let G : C → D be a functor.

(i). Suppose that G sends weak equivalences between cofibrant objects to isomorphisms, and
let f, g : X → Y be two morphisms of C , with X and Y cofibrant. If f r∼ g, then
G(f) = G(g).

(ii). Suppose that G sends weak equivalences between fibrant objects to isomorphisms, and let
f, g : X → Y be two morphisms of C , with X and Y fibrant. If f ∼ g, then G(f) = G(g).

(iii). Suppose that G sends weak equivalences to isomorphisms, and let f, g : X → Y be two
morphisms of C . If f l∼ g or f r∼ g, then G(f) = G(g).

Proof. Note that (ii) is just (i) in the opposite categories. We prove (i). Let H : X → Y I be a
right homotopy from f to g, where Y t→ Y I p→ Y × Y is a path object for Y . By axiom MC5,
we can write t = p′ ◦ t′, where t′ : Y → (Y I)′ is an acyclic cofibration and p′ is a fibration;
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by the two out of three property for weak equivalences, the morphism p′ is actually an acyclic
fibration. As X is cofibrant, there exists a morphism H ′ : X → (Y I)′ making the following
diagram commute:

∅ //

��

(Y I)′

p′

��

X
H
//

H′
==

Y I

Then Y t′→ (Y I)′
p◦p′→ Y ×Y is also a path object for Y , and H ′ : X → (Y I)′ is a right homotopy

from f to g. In other words, we may (and will) assume that t : Y → Y I is an acyclic cofibration.
As Y is cofibrant, this implies that Y I is also cofibrant. Also, as t is a weak equivalence, the
hypothesis on G implies that G(t) is an isomorphism. Write p = (p0, p1), where p0, p1 are
morphisms from Y I to Y . Then p0 ◦ t = p1 ◦ t = idY , so G(p0) = G(p1) = G(t)−1. On the other
hand, we have p0 ◦H = f and p1 ◦H = g, so this implies that G(f) = G(g).

We prove (iii) in the case where f l∼ g. (The other case follows by considering the opposite
categories.) Let H : X ∧ I → X be a left homotopy from f to g, where X tX → X ∧ I s→ X
is a cylinder object for X . Let i0, i1 : X → X ∧ I be the morphisms of Lemma VI.2.1.4. As
s ◦ i0 = s ◦ i1 = idX , we get G(s) ◦G(i0) = G(s) ◦G(i1) = idG(X). As s is a weak equivalence,
the morphism G(s) is an isomorphism, and so G(i0) = G(i1). As f = H ◦ i0 and g = H ◦ i1,
this implies that G(f) = G(g).

VI.4 Localization of functors

We fix a model category C .

VI.4.1 Existence of the localization

Theorem VI.4.1.1. Let F : C → D .

(i). Suppose that F sends weak equivalences between cofibrant objects to isomorphisms. Then
F is left localizable.

More precisely, we can construct a left localization of F in the following way: By Lemma
VI.3.2.2(i), the restriction of the functor F to Cc induces a functor F ′ : π(Cc) → D . For
every X ∈ Ob(C ), applying F to the morphism pX : Q(X) → X gives a morphism
τ ′(X) : F ′ ◦Q(X)→ F (X); by Proposition VI.3.1.3 and Lemma VI.3.2.2(i), this defines
a morphism of functors τ ′ : F ′ ◦ Q → F . The hypothesis on F and the last statement of
Corollary VI.3.1.5 imply that F ′ ◦Q : C → D sends weak equivalences to isomorphisms,
and the universal property of the localization gives a functor LF : Ho(C ) → D and an
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isomorphism of functors LF ◦ p ' F ′ ◦Q. We denote by τ : LF ◦ p→ F the composition
of the isomorphism LF ◦ p ' F ′ ◦Q and of the morphism τ ′ : F ′ ◦Q→ F . Then (LF, τ)
is a left localization of F .

C

F

vv

τ ′
=⇒

Q
��

p

zz

Ho(C )

LF
$$

π(Cc)

F ′

��

D

(ii). Suppose that F sends weak equivalences between fibrant objects to isomorphisms. Then
F is right localizable, and we can construct a right localization of F by applying the
construction of (i) in the opposite categories.

Proof. We prove (i). Let G : Ho(C ) → D be a functor and s : G ◦ p → F be a morphism of
functors. We want to show that there exists a unique morphism of functors u : G → LF such
that s = τ(u ◦ p).

Suppose that such a u exists. Then, for every X ∈ Ob(C ), we have a commutative diagram:

(G ◦ p)(Q(X))
u(Q(X))

//

s(Q(X))

))

(G◦p)(pX) o
��

(LF ◦ p)(Q(X))

(LF◦p)(pX)o
��

τ(Q(X))

∼
// F (Q(X))

F (pX)
��

(G ◦ p)(X)
u(X)

//

s(X)

55
(LF ◦ p)(X)

τ(X)
// F (X)

where τ(Q(X)) is an isomorphism because Q(X) is cofibrant (hence
τ ′(Q(X)) = F (pQ(X)) = idQ(X)).

This implies that:

(*) u(X) = (LF ◦ p)(pX) ◦ τ(Q(X))−1 ◦ s(Q(X)) ◦ (G ◦ p)(pX)−1.

In particular, the morphism of functors u is uniquely determined by the property that τ(u◦p) = s.

To show the existence of u, we need to prove that formula (*) defines a morphism of functors
fromG to LF . So we need to check that, for every morphism f : X → Y in Ho(C ), the diagram

G(X)
u(X)

//

G(f)

��

LF (X)

LF (f)

��

G(Y )
u(Y )

// LF (Y )
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commutes. If f is of the form p(g) or p(g)−1 where g is a morphism of C , this follows easily
from formulas (*) and the fact that s is a morphism of functors. But we have seen in the proof of
Theorem VI.3.2.1 that every morphism of Ho(C ) is a composition of morphisms of that type, so
we are done.

VI.4.2 Quillen adjunctions and Quillen equivalences

In this subsection, we fix two model categories (C ,WC ,FibC ,CofC ) and (D ,WD ,FibD ,CofD),
and we denote by pC : C → Ho(C ) and pD : D → Ho(D) the localization functors.

Definition VI.4.2.1. Let F : C → D be a functor. A (total) left derived functor (resp. (total)
right derived functor) is a left (resp. right) localization of the functor pD ◦ F : C → Ho(D).

Proposition VI.4.2.2. Let (F : C → D , G : D → C ) be a pair of adjoint functors; we don’t
assume anything about teh categories C and D . Let S (resp. T ) be a set of morphisms in C
(resp. D), and let f (resp. g) be a morphism in C (resp. D). Then:

(i). f has the left lifting property relatively toG(T ) if and only F (f) has the left lifting property
relatively to T ;

(ii). g has the right lifting property relatively to F (S) if and only if G(g) has the right lifting
property relatively to S.

Proof. The proofs of (i) and (ii) are dual, so we only prove (i).

Write f : A → B, consider two morphisms u : A → G(X) and v : B → G(Y ) in C , and let
p : X → Y be an element of T . By Lemma I.4.2 (that is, by Problem A.1.7), the square

F (A) u] //

F (f)

��

X

p

��

F (B)

h]
==

v]
// Y

is commutative if and only if the square

A u //

f

��

G(X)

G(p)
��

B

h

==

v
// G(Y )

is commutative. If f has the left lifting property relatively to G(T ), then there exists
h : B → G(X) making the second diagram commute, and then h] : F (B)→ X makes the first
diagram commute (by Lemma I.4.2 again), so F (f) has the left lifting property relatively to T .
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Conversely, if F (f) has the left lifting property relatively to T , then there exists h] : B → G(X)
making the first diagram commute, and then h : F (B) → G(Y ) makes the second diagram
commute, so f has the left lifting property relatively to G(T ).

Corollary VI.4.2.3. Assume again that C and D are model categories. Let F : C → D and
G : D → C be two functors, and suppose that (F,G) is a pair of adjoint functors. We denote
the functorial isomorphism HomC (·, G(·)) ∼→ HomD(F (·), ·) by f 7−→ f ].

Then the following conditions are equivalent:

(a) F (CofC ) ⊂ CofD and G(FibD) ⊂ FibC ;

(b) F (CofC ) ⊂ CofD and F (CofC ∩WC ) ⊂ CofD ∩WD ;

(c) G(FibD) ⊂ FibC and G(FibD ∩WD) ⊂ FibC ∩WC .

Proof. Suppose that G preserves fibrations (i.e. that G(FibD) ⊂ FibC ). We show that F pre-
serves cofibrations if and only if G preserves acyclic fibrations, which shows the equivalence of
(a) and (c). (The equivalence of (a) and (b) then follows by considering the opposite categories.)
IfG preserves acyclic fibrations, then any cofibration i in C has the left lifting property relatively
to G(WD ∩ FibD), so, by Proposition VI.4.2.2, the morphism F (i) has the left lifting property
relatively to WD ∩ FibD , hence is a cofibration by Proposition VI.1.2.2. Conversely, if F pre-
serves cofibrations, then any acyclic fibration p in D has the right lifting property relatively to
F (CofC ), so, by Proposition VI.4.2.2, the morphismG(p) has the right lifting property relatively
to CofC , hence is an acyclic fibration by Proposition VI.1.2.2.

Definition VI.4.2.4. Let F : C → D and G : D → C be two functors, and sup-
pose that (F,G) is a pair of adjoint functors. We denote the functorial isomorphism
HomC (·, G(·)) ∼→ HomD(F (·), ·) by f 7−→ f ].

(i). We say that (F,G) is a Quillen adjunction between C and D (or that F is a left Quillen
functor, or that G is a right Quillen functor) if the equivalent conditions of Corollary
VI.4.2.3 are satisfied.

(ii). We say that (F,G) is a Quillen equivalence between C and D if it is a Quillen adjunction
and if, for every cofibrant A ∈ Ob(C ), every fibrant X ∈ Ob(D) and every morphism
f : A→ G(X) in C , we have:

f ∈ WC ⇔ f ] ∈ WD .

Theorem VI.4.2.5. Let (F,G) be a Quillen adjunction between C and D . Then the to-
tal left derived functor LF : Ho(C ) → Ho(D) of F and the total right derived functor
RG : Ho(D) → Ho(C ) of G exist, and the functors (LF,RG) form a pair of adjoint func-
tors.
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If moreover (F,G) is a Quillen equivalence, then the functors LF andRG are mutually quasi-
inverse equivalences of categories.

Proof. The functor F sends acyclic cofibrations to weak equivalences, so, by Ken Brown’s
lemma (Lemma VI.1.2.5), it sends any weak equivalence between cofibrant objects to a
weak equivalence. In particular, the functor pD ◦ F sends weak equivalences between cofi-
brant objects to isomorphisms. By Theorem VI.4.1.1, this functor has a left localization
LF : Ho(C ) → Ho(D). A similar proof shows that pC ◦ G : D → Ho(C ) has a right lo-
calization RG : Ho(D)→ Ho(C ).

As F is a left adjoint, it preserves all colimits by Proposition I.5.4.3, so it sends initial objects
of C to initial objects of D ; as F also preserves cofibrations, it preserves cofibrant objects.
Similarly, the functor G preserves fibrant objects. So, to show that LF and RG form an adjoint
pair, it suffices by the construction of these functors in Theorem VI.4.1.1 to show that, for every
cofibrant A ∈ Ob(C ) and every fibrant X ∈ Ob(D), the adjunction isomorphism

HomC (A,G(X)) ' HomD(F (A), X)

preserves the homotopy relation (which is equal to the left and right homotopy relations by
Corollary VI.2.2.2 and is an equivalence relation by Proposition VI.2.1.9).

Let f, g : A→ G(X) be two morphisms. Suppose that f l∼ g. LetH : A∧I → G(X) be a left
homotopy from f to g, where A tA i→ A ∧ I s→ A is a cylinder object for A. As A is cofibrant
and i is a cofibration, the object A ∧ I is also cofibrant. In particular, the objects F (A ∧ I)
and F (A) are cofibrant, so, by the start of the proof, the morphism F (s) : F (A ∧ I) → F (A)
is a weak equivalence; as moreover F preserves cofibrations and commutes with colimits, the

diagram F (A)tF (A)A
F (i)→ F (A∧I)

F (s)→ F (A) is a cylinder object for F (A). By Lemma I.4.2,
the morphism H] : F (A ∧ I)→ X makes the diagram

F (A) t F (A)
F (i)

//

f]tg]
((

F (A ∧ I)

H]

��

X

commute, so it is a left homotopy from f ] to g]. A similar proof shows that, if f ] r∼ g], then we
have f r∼ g.

We prove the last statement. Let η : idC → G ◦ F and ε : F ◦G→ idD be the unit and counit
of the adjunction (F,G), and let η′ : idHo(C ) → RG ◦ LF and ε′ : LF ◦ RG → idHo(D) be the
unit and counit of the adjunction (LF,RG). It suffices to show that η′ and ε′ are isomorphisms
of functors. Let A be a cofibrant object of C , and let i : F (A) → R(F (A)) be a fibrant
replacement of F (A) in D . We have LF (A) ' F (A), hence LG(LF (A)) ' G(R(F (A))), and,
by definition of the adjunction between LF and RG, the morphism η′(A) : A → RG(LF (A))
is the composition

A
η(A)→ G(F (A))

G(i)→ G(R(F (A))) ' LG(LF (A)).
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By Proposition I.4.6, we have i = (G(i) ◦ η(A))]. As A is cofibrant and R(F (A)) is fibrant, and
as i is a weak equivalence, the definition of a Quillen equivalence implies that G(i) ◦ η(A) is a
weak equivalence. This implies that η′(A) is an isomorphism in Ho(C ). The proof that ε′ is an
isomorphism of functors is similar.

VI.5 Construction of model structures

We fix a universe U and a U -category C that has all U -small colimits.

For simplicity, we will limit ourselves in this section to compositions of sequences of mor-
phisms indexed by N, so we will not get the most general definition of a cofibrantly generated
model category. It is relatovely easy to generalize everything to arbitrary ordinals α ∈ U (see
for example Section 2.1 of [5]).

VI.5.1 Transfinite composition

Definition VI.5.1.1. An ω-sequence (of morphisms of C ) is a functor X : N → C . We often
write the functor X as

X0 → X1 → X2 → . . . .

The composition of the ω-sequence X is the morphism X0 → lim←−r≥0
Xr.

Note that the composition of an ω-sequence is only defined up to (unique) isomorphism.

Definition VI.5.1.2. Let I be a set of morphisms of C . If X : N → C is an ω-sequence that
sends every morphism in N to an element of I , we call its composition a transfinite composition
of morphisms of I .

Definition VI.5.1.3. Let I be a set of morphisms of C and A ∈ Ob(C ).

(i). We say that A is small relative to I if, for every ω-sequence X : N → C sending every
morphism of N to an element of I , the canonical map

lim−→
r≥0

HomC (A,Xr)→ HomC (A, lim−→
r≥0

Xr)

is bijective. 2

(ii). We say that A is small if it is small relative to the set of all morphisms of C .
2If we were working with arbitrary ordinals, we could κ-smallness for κ a cardinal. What we are calling “small”

here would then be called “0-small”.
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VI.5.2 Sets of morphisms defined by lifting properties

Proposition VI.5.2.1. Let S be a set of morphisms in C , and let T be the set of morphisms that
have the left lifting property relatively to every element of S. Then T is stable by pushouts, by
(U -small) coproducts, by transfinite compositions and by retracts.

Of course, we have a dual result saying that the set of morphisms that has the right lifting
property relatively to every element of S is stable by all the pullbacks that exist in C , by products,
by compositions (even by infinite compositions “in the other direction”, that is, limits of functors
Nop → C ) and by retracts.

Proof. The stability by pushout is proved exactly as in Corollary VI.1.2.4: Consider a commu-
tative diagram

A
f
//

t
��

A′
u //

t′

��

X

s
��

B g
//

h

77

B′ v
// Y

where the first square is cocartesian, t ∈ T and s ∈ S. By definition of T , there exists a morphism
h : B → X making the diagram commute. As h ◦ t = u ◦ f , the pair (h : A→ X, u : A′ → X)
induce a (unique) morphism h′ : B′ → X such that h′ ◦ t′ = u and h′ ◦ g = h. The fact that
s ◦ h = v follows from the universal property of the pushout.

We show that T is stable by coproducts. Let (ti : Ai → Bi)i∈I be a family of morphisms of
T , with I a U -set, let t =

∐
ti : A =

∐
i∈I Ai → B =

∐
i∈I Bi, and consider a commutative

diagram

A

t
��

f
// X

s
��

B g
//

h
>>

Y

with s ∈ S. We want to find a morphism h : B → X that makes the diagram commute. For
every i ∈ I , restricting f and g to Ai and Bi gives a commutative diagram

Ai

ti
��

// X

s

��

Bi
//

hi
>>

Y

and we can a find a morphism hi : Bi → X that makes the diagram commute because ti ∈ T .
So we can take h =

∐
hi : B → X .

Now consider a ω-sequence A0
t0→ A1

t1→ A2 → . . . such that tr ∈ T for every r ≥ 0, let
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t : A0 → B be its composition, and consider a commutative diagram

A0

t
��

f
// X

s
��

B g
//

h
>>

Y

with s ∈ S. We want to find a morphism h : B → X that makes the diagram commute. For
every r ≥ 0, we denote by ur the composition of the ω-sequence Ar

tr→ Ar+1
tr+1→ Ar+2 → . . .,

so that ur ◦tr−1◦ . . .◦t0 = t. Let h0 = f . As tr in in T for every r, we can construct by induction
on r ≥ 1 a morphism hr : Ar → X that makes the following diagram commute

Ar−1
hr−1

//

tr−1

��

X

s

��

Ar g◦ur
//

hr

==

Y

Then we can take h = lim−→r≥0
hr.

Finally, we show that T is stable by retracts. Suppose that we have a commutative diagram

A gA
//

t
��

idA

''
A′

t′

��

fA
// A

t
��

B
gB //

idB

66B′
fB // B

with t′ ∈ T , and consider a commutative square

A
u //

t
��

X

s
��

B v
// Y

with s ∈ S. As t′ ∈ T , there exists a morphism h′ : B′ → X such that s ◦ h′ = v ◦ fB and
h′ ◦ t′ = u ◦ fA.

A′
fA //

t′

��

A u // X

s
��

B′
fB
//

h′

77

B v
// Y

Let h = h′ ◦ gB. Then h ◦ t = h′ ◦ gB ◦ t = h′ ◦ t′ ◦ gA = u ◦ fA ◦ gA = u and
s ◦ h = s ◦ h′ ◦ gB = v ◦ fB ◦ gB = v, so the following diagram commutes

A
u //

t
��

X

s
��

B v
//

h

>>

Y
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This shows that t ∈ T .

VI.5.3 The small object argument

Let I be a set of morphisms of C .

Definition VI.5.3.1. (i). A morphism p of C is called I-injective if it has the right lifting
property relatively to any element of I .

(ii). A morphism i of C is called a I-cofibration if it has the left lifting property relatively to
any I-injective morphism.

(iii). A morphism f of C is called I-cellular if it is a transfinite composition of morphisms
A→ B that fit in a cocartesian square∐

i∈I Ui
//

∐
fi
��

A

��∐
i∈I Vi

// B

where every fi : Ui → Vi is an element of I .

We denote by I − inf (resp. I − cof, resp. I − cell) the set of I-injective morphisms (resp.
I-cofibrations, resp. I-cellular morphisms).

Of course, we have dual notions of I-projective morphisms and I-fibrations, but we will not
use them in these notes.

Corollary VI.5.3.2. Every I-cellular morphism is a I-cofibration.

Proof. By definition of I-cofibrations, the set I − cof contains I . By Proposition VI.5.2.1, the
set I − cof is stable by pushouts, coproducts and by transfinite compositions, so it also contains
I − cell.

Proposition VI.5.3.3. (The small object argument.) Suppose that I is a U -set (i.e. isomorphic
to an element of U ), 3 for every morphism γ : U → V in I , the source U of γ is small relative
to the set of I-cellular morphisms. Then, for every morphism f : X → Y of C , there exists a
factorization

X
i //

f

@@Z
p
// Y

3In other words, the set I and sets built from it are small enough so that colimits indexed by them exist in C .
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of f with i ∈ I − cell and p ∈ I − inj, and moreover this factorization is functorial in f .

Proof. Let f : X → Y be a morphism of C . Let Z0 = X and f0 = f . We construct by induction
on r ≥ 1 a family of morphisms ir−1 : Zr−1 → Zr and fr : Zr → Y such that fr ◦ ir−1 = fr−1.
Suppose that r ≥ 1 and that we have constructed fr−1. Let Sr be the set of commutative squares
s of the form

Us //

γs

��

Zr−1

fr−1

��

Vs // Y

with γs ∈ I; as I is a U -set, so is Sr. We define ir : Zr−1 → Zr by the commutative diagram∐
s∈Sr Us∐
γs
��

//

(∗)

Zr−1

ir−1

��

��

∐
s∈Sr Vs

//

))

Zr
fr

!!

Y

where the square (*) is cocartesian. (That is, we take Zr to be the pushout of the morphisms∐
s∈S Us → Zr−1 and

∐
γs :

∐
s∈S Us →

∐
s∈S Vs, and fr : Zr → Y to be the morphism

induced by the morphisms fr−1 : Zr−1 → Y and
∐

s∈S Vs → Y .)

The morphisms (ir)r≥0 define a ω-sequence, and we take i : X → Z = lim−→r≥0
Zr to be its

composition and p : Z → Y to be the morphism lim−→r≥0
fr. This will be our factorization. If

we make make colimits into a functor from ω-sequences to C (using Proposition I.5.1.4), then
the construction of i and p is functorial in f . Also, the morphism i is I-cellular by definition of
I-cellular.

It remains to show that p is I-injective. Consider a commutative square

U //

γ
��

Z

p
��

V // Y

with γ ∈ I . We want to find a morphism h : V → Z making the following diagram commute:

U //

γ
��

Z

p
��

V //

h

??

Y

As U is small relative to I − cell, the morphism U → Z has a factorization U → Zr → Z for
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some r ≥ 0. But then the square
U //

γ

��

Zr

fr
��

V // Y

is in Sr+1 by definition of Sr+1, so, by definition of Zr+1, there exists a morphism h′ : V → Zr+1

making the following diagram commute:

U //

γ

��

Zr
fr

��

ir // Zr+1

fr+1

��

V

h

66

// Y Y

We get the desired morphism h : V → Z by taking the composition V h′→ Zr+1 → Z.

Corollary VI.5.3.4. Under the hypotheses of Proposition VI.5.3.3, every I-cofibration is a re-
tract of a I-cellular morphism.

Proof. Let f : X → Y be an element of I−cof. By Proposition VI.5.3.3, we can write f = p◦i,
with i : X → Z in I − cell and p : Z → X in I − inj. By definition of I − cof, there exists a
morphism h : Y → Z making the following diagram commute:

X i //

f
��

Z

p
��

Y

h
>>

Y

So we get a commutative diagram

X

f
��

X

i
��

X

f
��

Y
h
//

idY

;;Z p
// Y

which shows that f is a retract of i.

VI.5.4 Cofibrantly generated model categories

Definition VI.5.4.1. Let (C ,W,Fib,Cof) be a model category. We say that C is cofibrantly
generated if there exist U -small sets of morphisms I and J in C such that:
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(i). The sources of the morphisms of I are small relatively to I − cell.

(ii). The sources of the morphisms of J are small relatively to J − cell.

(iii). Fib = J − inj.

(iv). W ∩ Fib = I − inj.

We call I the set of generating cofibrations and J the set of generating acyclic cofibrations.

Remark VI.5.4.2. Because we restricted ourselves to colimits index by N in the definition of
small objects, the categories of the previous definition are actually a special class of cofibrantly
generated model categories, called finitely generated model catgeories in Definition 2.1.17 of
[5].

Corollary VI.5.4.3. Let C be a cofibrantly generated model category, with generating set of
cofibrations (resp. acyclic cofibrations) I (resp. J). Then Cof = I−cof andW ∩Cof = J−cof.

Proof. This follows immediately from the characterization in Proposition VI.1.2.2 of cofibra-
tions (resp. acyclic cofibrations) as the morphisms having the left lifting property relatively to all
acyclic fibrations (resp. all fibrations), and from conditions (iii) and (iv) in Definition VI.5.4.1.

Corollary VI.5.4.4. If C is a cofibrantly generated model category, then the factorizations of
axiom MC5 are functorial in the morphism f in C .

Theorem VI.5.4.5. Let C be a U -category having all U -small limits and colimits and W a set
of morphisms of C containing all identity morphisms, stable by retracts and satisfying the two
out of three property. Let I and J be two U -small sets of morphisms of C such that:

(a) the sources of the morphisms of I are small relatively to I − cell and the sources of the
morphisms of J are small relatively to J − cell;

(b) J − cof ⊂ W ∩ I − cof;

(c) I − inj ⊂ W ∩ J − inj;

(d) one of the inclusions in (b) and (c) is an equality.

Then there exists a model structure on C with set of weak equivalences W that makes C a
cofibrantly generated model category with generating set of cofibrations (resp. acyclic cofibra-
tions) I (resp. J). In particular, we have Fib = J − inj, W ∩ Fib = I − inj, Cof = I − cof and
W ∩ Cof = J − cof, hence the inclusions in (b) and (c) are both equalities.

Proof. We set Fib = J − inj and Cof = I − cof. By Proposition VI.5.2.1 (applied to C and
C op), the sets Fib and Cof are stable by composition and by retracts; they also clearly contain
the identity morphisms. So far, we have checked axioms MC1, MC2 and MC3.
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Let f be a morphism of C , and let f = p1 ◦ i1 = p2 ◦ i2 be the two factorizations of f
that we obtain by applying the small object argument (Proposition VI.5.3.3) to I and J . Then
p1 ∈ I − inj ⊂ W ∩ J − inf = W ∩ Fib and i1 ∈ I − cell ⊂ I − cof = Cof (the
first inclusion is Corollary VI.5.3.2). On the other hand, we have p2 ∈ J − inj = Fib and
i2 ∈ J − cell ⊂ J − cof ⊂ W ∩ I − cof = W ∩ Cof. This gives axiom MC5.

It remains to check axiom MC4. Consider a commutative square

A
f
//

i
��

X

p
��

B g
//

h
>>

Y

We want to show that there exists a diagonal morphism h : B → X making the diagram commute
under some conditions on i and p. There are two cases:

(1) Suppose that J − cof = W ∩ I − cof = W ∩ Cof. If i is an acyclic cofibration and p is a
fibration, then i ∈ W ∩Cof = J−cof and p ∈ J− inj, so h exists by definition of J−cof.

Suppose that p is an acyclic fibration, that is, p ∈ W ∩J − inj, and that i ∈ Cof = I− cof.
Write p = q ◦ j, where q ∈ I − inj and j : X → Z is cofibration; as p ∈ W and W
has the two out of three property, the morphism j is actually an acyclic cofibration. By
the previous paragraph, the morphism j has the left lifting property relatively to p. So, by
considering the commutative square

X

j
��

X

p
��

Z q
//

h
>>

Y

we get a morphism h : Z → X such that p ◦ h = q and h ◦ j = idX . So we have a
commutative diagram

X
j
//

idX

��

p
��

Z

q
��

h // X

p
��

Y Y Y

showing that p is a retract of q. As q ∈ I − inj, another application of Proposition VI.5.2.1
shows that p ∈ I − inj, so i has the left lifting property relatively to p. Note that we have
also proved that W ∩ J − inj ⊂ I − inj, so we get I − inj = W ∩ J − inj = W ∩ Fib.

(2) If I − inj = W ∩ J − inj, the proof is similar. If i is a cofibration and p is an acyclic
fibration, then i ∈ I − cof and p ∈ W ∩ J − inj = I − inj, so h exists by definition of
I − cof.
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Suppose that i is an acyclic cofibration, that is, i ∈ W ∩I−cof, and that p ∈ Fib = J−inj.
We want to show that p has the right lifting property relatively to i. By Proposition
VI.5.3.3, we can write i = q ◦ j, with j : A → C in J − cell ⊂ J − cof and q : C → B
in J − inj. As j ∈ J − cof ⊂ W and i ∈ W , the two out of three property for W implies
that q ∈ W ∩ J − inj = I − inj. By the previous paragraph, the morphism i has the left
lifting property relatively to q, so there exists h : B → C making the following diagram
commute:

A
j
//

i
��

C

q
��

B
idB
//

h
>>

B

So we get a commutative diagram

A

i
��

A

j
��

A

i
��

B
h
//

idB

;;C q
// B

which shows that i is a retract of j, hence that i ∈ J − cof has the left lifting property
relatively to p ∈ J − inj. Note that we have also proved that W ∩ I − cof ⊂ J − cof, so
we get J − cof = W ∩ I − cof.

Example VI.5.4.6. (1) Let R be a ring. We use the notation of problem A.10.2. In that prob-
lem, we proved that the category C = C−(RMod) has a model structure with the set
of quasi-isomorphisms as weak equivalences. By problem A.11.1, this is a cofibrantly
generated model structure, with set of generating cofibrations

I = {Sn → Dn−1, n ∈ Z},

and set of generating acyclic cofibrations

J = {0→ Dn, n ∈ Z}.

On C ′ = C≤0(RMod), we also have a cofibrantly generated model structure with the set
of quasi-isomorphisms as weak equivalences. The set of generating cofibrations is

I ′ = {Sn → Dn−1, n ≤ 0} ∪ {0→ S0},

and the set of generating acyclic cofibrations is

J ′ = {0→ Dn, n ≤ −1}.
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(2) The classical Quillen model structure on Top (defined after Definition VI.1.3.6) is cofi-
brantly generated, with

I = {Sn−1 → Dn, n ≥ 0}

and
J = {Dn → Dn × [0, 1], n ≥ 0},

where Dn ⊂ Rn is the closed unit ball, Sn−1 ⊂ Dn is the unit sphere, S−1 = ∅, and the
map Dn → Dn × [0, 1] in J send x ∈ Dn to (x, 0). The morphisms in I-cell are called
relative cell complexes.

Proposition VI.5.4.7. Let (F : C → D , G : D → C ) be a pair of adjoint functors, with C and
D model categories. Suppose that C is cofibrantly generated, with set of generating cofibrations
I and set of generating acyclic cofibrations J . Then (F,G) is a Quillen adjunction if and only if
F (I) ⊂ CofD and F (J) ⊂ WD ∩ CofD .

Proof. If (F,G) is a Quillen adjunction, then F (I) ⊂ F (CofC ) ⊂ CD and
F (J) ⊂ F (WC ∩ CofC ) ⊂ WD ∩ CofD .

Conversely, suppose that F (I) ⊂ CofD and F (J) ⊂ WD∩CofD . By Proposition VI.4.2.2, if g
is a morphism of D , we have g ∈ F (I)− inj if and only if G(g) ∈ I − inj; in particular, we have
G(F (I)− inj) ⊂ I− inj. So, if f ∈ CofC = I−cof, then f has the left lifting property relatively
to every element of G(F (I) − inj), so, by Proposition VI.4.2.2 again, the morphism F (f) has
the left lifting property relatively to every element of F (I) − inj; as F (I) ⊂ CofD , we have
F (I)−inj ⊃ WD∩FibD , so we finally get that F (f) ∈ CofD . This shows that F (CofC ) ⊂ CofD .
If we run through the same proof using J instead of I , we get that F (WC ∩CofC ) ⊂ WD ∩CofD .

VI.5.5 Promoting a model structure

Theorem VI.5.5.1. Let (C ,WC ,FibC ,CofC ) be a cofibrantly generated model category, with
set of generating cofibrations I and set of generating acyclic cofibrations J . Let D be a U -
category that has all U -small limits and colimits, and let (F : C → D , G : D → C ) be a pair
of adjoint functors. Suppose that:

(1) the sources of the morphisms of F (I) are small relatively to F (I) − cell and the sources
of the morphisms of F (J) are small relatively to F (J)− cell;

(2) G(F (J)− cell) ⊂ WC .

Then the sets F (I) and F (J) are the sets of generating cofibrations and generating acyclic
cofibrations of a cofibrantly generated model structure (WD ,FibD ,CofD) on D such that
WD = G−1(WC ), FibD = G−1(FibC ) and F (CofC ) ⊂ CofD . Moreover, the pair (F,G) is
a Quillen adjunction.
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Proof. We check the hypotheses of Theorem VI.5.4.5 for D , WD , F (I) and F (J). The
fact that WD contains all identity morphisms, has the two out of three property and is stable
by retracts follows immediately from its definition (and from these properties for WC ). As
G(F (J) − cell) ⊂ WC , we have F (J) − cell ⊂ WD , so, by Corollary VI.5.3.4 and the fact
that WD is stable by retracts, we get that F (J)− cof ⊂ WD .

Condition (a) of Theorem VI.5.4.5 is just property (1). Also, by that Theorem, we know
that J − cof = W ∩ I − cof and I − inj = WC ∩ J − inj. By Proposition VI.4.2.2, if p
is a morphism of D , then p ∈ F (I) − inj if and only if G(p) ∈ I − inj; in other words,
we have F (I) − inj = G−1(I − inj). Similary, we have F (J) − inj = G−1(J − inj). As
I − inj = WC ∩ J − inj, we get that F (I) − inj = WD ∩ F (J) − inj. In particular, we have
F (I)−inj ⊂ F (J)−inj, so F (J)−cof ⊂ F (I)−cof; we already proved that F (J)−cof ⊂ WD ,
so we get that F (J) − cof ⊂ WD ∩ F (I) − cof. This finishes the proof of conditions (b), (c)
and (d) of Theorem VI.5.4.5. Also, we have FibD = F (J)− inj = G−1(J − inj) = G−1(FibC ).
Moreover, if i ∈ CofC = I − cof, then i has the left lifting property relatively to every element
of I − inj; as I − inj ⊃ G(F (I)− inj), Proposition VI.4.2.2 implies that F (i) has the left lifting
property relatively to every element of F (I)− inj, i.e. that F (i) ∈ CofD .

Finally, as F (CofC ) ⊂ CofD and G(FibD) ⊂ FibC , the pair (F,G) is a Quillen adjunction.
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A.1 Problem set 1

A.1.1

(a). In the category Set, show that a morphism is a monomorphism (resp. an epimorphism) if
and only it is injective (resp. surjective).

(b). Let C be a category and F : C → Set be a faithful functor, show that any morphism f
of C whose such that F (f) is injective (resp. surjective) is a monomorphism (resp. an
epimorphism).

(c). What are the monomorphisms and epimorphisms in RMod ?

(d). What are the monomorphisms in Top ? Give an example of a continuous morphism with
dense image that is not an epimorphism in Top. 1

(e). Find a category C , a faithful F : C → Set and a monomorphism f in C such that F (f)
is not injective.

(f). Find an epimorphism in Ring that is not surjective.

(g). The goal of this question is to show that any epimorphism in Grp is a surjective map. Let
φ : G → H be a morphism of groups, and suppose that it is an epimorphism in Grp. Let
A = Im(φ). Let S = {∗} t (H/A), where {∗} is a singleton, and let S be the group of
permutations of S. We denote by σ the element of S that switches ∗ and A and leaves the
other elements of H/A fixed. For every h ∈ H , we denote by ψ1(h) the element of S that
leaves ∗ fixed and acts on H/A by left translation by H; this defines a morphism of groups
ψ1 : H → S. We denote by ψ2 : H → S the morphism σψ1σ

−1.

(i) Show that ψ1 = ψ2.

(ii) Show that A = H .

Solution.

(a). Let X , Y be sets and f : X → Y be a map.

1In fact, the epimorphisms in Top are the surjective continuous maps.
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Suppose that f is injective. If g1, g2 : Z → X are maps such that f ◦ g1 = f ◦ g2, then, for
every z ∈ Z, we have f(g1(z)) = f(g2(z)), hence g1(z) = g2(z); so g1 = g2. This shows
that f is a monomorphism.

Conversely, suppose that f is a monomorphism. Let x, x′ ∈ X such that x 6= x′. Let
{∗} be a singleton, and consider the maps g1, g2 : {∗} → X defined by g1(∗) = x and
g2(∗) = x′. As g1 6= g2, we have f ◦ g1 6= f ◦ g2, so f(x) 6= f(x′). This shows that f is
injective.

Suppose that f is surjective. If h1, h2 : Y → Z are maps such that h1 ◦ f = h2 ◦ f ,
then, for every y ∈ Y , there exists x ∈ X such that f(x) = y, and then
h1(y) = h1(f(x)) = h2(f(x)) = h2(y); so h1 = h2. This shows that f is a monomor-
phism.

Conversely, suppose that f is an epimorphism. Let y0 ∈ Y , let Z = {a, b} be a set with
two distinct elements, and define h1, h2 : Y → Z by h1(y) = a for every y ∈ Y , h2(y) = a
for every y ∈ Y − {y0} and h2(y0) = b. We have h1 6= h2, so h1 ◦ f 6= h2 ◦ f . As h1 and
h2 coincide on Y − {y0}, this implies that y0 ∈ Im(f). So f is surjective.

(b). Let f : X → Y be a morphism of C . Suppose that F (f) is injective. Let g1, g2 : Z → X
be morphisms of C such that f ◦ g1 = f ◦ g2. Then F (f) ◦ F (g1) = F (f) ◦ F (g2), so
F (g1) = F (g2) by a). As F is faithful, this implies that g1 = g2. So f is a monomorphism.

Suppose that F (f) is surjective. Let h1, h2 : Y → Z be morphisms of C such that
h1 ◦ f = h2 ◦ f . Then F (h1) ◦ F (f) = F (h2) ◦ F (f), so F (h1) = F (h2) by a). As F is
faithful, this implies that h1 = h2. So f is an epimorphism.

(c). By b), any R-linear that is injective (resp. surjective) is a monomorphism (resp. epimor-
phism) in RMod.

Conversely, let f : M → N be a monomorphism in RMod. Consider the inclusion map
g1 : Ker(f) → M and the map g2 = 0 : Ker(f) → M . By definition of the kernel, we
have f ◦ g1 = f ◦ g2 = 0, so g1 = g2, so Ker(f) = 0, so f is injective.

Now let f : M → N be an epimorphism in RMod. Consider the obvious surjection
h1 : N → Coker(f) and the zero map h2 : N → Coker(f). By definition of the cokernel,
we have h1 ◦ f = h2 ◦ f = 0, so h1 = h2, so Coker(f) = 0, so f is surjective.

(d). By b), we know that any (continuous) injection is a monomorphism in Top. Conversely,
let f : X → Y be a monomorphism in Top. Let x, x′ ∈ X such that x 6= x′. Let {∗} be
a singleton with the discrete topology, and consider the maps g1, g2 : {∗} → X defined
by g1(∗) = x and g2(∗) = x′; these maps are continuous, hence morphisms in Top. As
g1 6= g2, we have f ◦ g1 6= f ◦ g2, so f(x) 6= f(x′). This shows that f is injective.

Let X = {s, η} be a set with two distinct points. We put the topology on X for which
the open sets are ∅, X and {η}. Note that {η} is dense in X . Let f : X → X be the
map sending every point of X to η. Then f has dense image, but f is not an epimorphism,
because idX ◦ f = f ◦ f , while f 6= idX .
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(e). Let C be the subcategory of Set whose objects are {0} and {0, 1}, and whose morphisms
are the identities and the unique map f from {0, 1} to {0}. Then f is a monomorphism in
C , but it is not injective. (And the inclusion is a faithful functor from C to Set.)

(f). Consider the inclusion f : Z → Q. It is an epimorphism in Ring. Indeed, let R be
a ring and let h1, h2 : Q → R are morphisms of rings such that h1 ◦ f = h2 ◦ f .
For every m ∈ Z − {0}, the image of m in Q is invertible, so h1(m), h2(m) ∈ R×.
For every x ∈ Q, we can write x = nm−1 with n ∈ N and m ∈ Z − {0}, and then
h1(x) = h1(n)h1(m)−1 = h2(n)h2(m)−1 = h2(x).

More generally, if A is a commutative ring and S is a multiplicative subset of A, then the
canonical map A→ S−1A is an epimorphism in Ring.

(g). 2

(i) Note that ψ1(h)|S−{∗,A} = ψ2(h)S−{∗,A} for every h ∈ H .

Let h ∈ A = Im(φ). We have ψ1(h)(∗) = ∗. On the other hand, the action of h
on H/A by left translation fixes A, so ψ1(h)(A) = A. So ψ1(h){∗,A} is the identity
morphism of {∗, A}. This implies that ψ2(h){∗,A} is also the identity morphism of
{∗, A}, hence that ψ1(h) = ψ2(h). So ψ1 and ψ2 are equal on the image of φ, which
implies that ψ1 ◦ φψ2 ◦ φ. As φ is an epimorphism, we deduce that ψ1 = ψ2.

(ii) Let h ∈ A. Then ψ1(h)(∗) = ∗, and ψ2(h)(∗) = σ ◦ ψ1(h)(A) = σ(hA). By (i), we
know that ψ1(h) = ψ2(h), so ∗ = σ(hA). This is only possible if hA = A, i.e. if
h ∈ A. So H = A = Im(φ), and φ is surjective.

�

A.1.2

Let F : C → C ′ be a functor.

(a). If F has a quasi-inverse, show that it is fully faithful and essentially surjective.

(b). If F is fully faithful and essentially surjective, construct a functor G : C ′ → C and
isomorphisms of functors F ◦G ' idC and G ◦ F ' idC ′ .

Solution.

(a). Let G : C ′ → C be a quasi-inverse of F , and let u : G ◦ F ∼→ idC and v : F ◦ G ∼→ idC ′

be isomorphisms of functors.

Let X, Y ∈ Ob(C). We denote by β the map HomC (X, Y ) → HomC ′(F (X), F (Y ))
given by F . Consider the map α : HomC ′(F (X), F (Y )) → HomC (X, Y ) that we get

2This proof comes from [9].
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by composing G : HomC ′(F (X), F (Y )) → HomC (G ◦ F (X), G ◦ F (Y )) and the map
HomC (G ◦ F (X), G ◦ F (Y ))→ HomC (X, Y ), g 7−→ u(Y ) ◦ g ◦ u(X)−1. We claim that
α ◦ β is the identity on HomC (X, Y ). Indeed, let f ∈ HomC (X, Y ). As u is a morphism
of functors, the following diagram is commutative :

G ◦ F (X)
G◦F (f)

//

u(X)
��

G ◦ F (Y )

u(Y )
��

X
f

// Y

This shows that u(Y ) ◦G ◦ F (f) ◦ u(X)−1 = f , i.e. that α ◦ β(f) = f . In particular, the
map β is injective and the map α is surjective. This shows that F is faithful. Applying this
result to G (which is also an equivalence of categories, with quasi-inverse F ), we see that
the map α is also injective, hence it is bijective, hence β is also bijective. This shows that
F is fully faithful.

Let X ′ ∈ Ob(C ′). Then v : F (G(X ′))
∼→ X ′ is an isomorphism, and G(X ′) ∈ Ob(C ).

This shows that F is essentially surjective.

(b). We construct the functor G. Let X ′ ∈ Ob(C ′); we choose an object X of C
and an isomorphism u(X ′) : F (X)

∼→ X ′, and we set G(X) = X ′. Let
X ′, Y ′ ∈ Ob(C ′), and let X = G(X ′) and Y = G(Y ′). We define a map
HomC ′(X

′, Y ′) → HomC ′(F (X), F (Y )) by f ′ 7−→ u(Y ′)−1 ◦ f ′ ◦ u(X ′). Composing
this with the inverse of the bijection F : HomC (X, Y )

∼→ HomC ′(F (X), F (Y )), we get a
map HomC ′(X

′, Y ′)→ HomC (X, Y ), which we denote by G.

Next we show that G is a functor. If X ′ ∈ Ob(C ′), then
u(X ′)−1 ◦ idX′ ◦ u(X ′) = idF (G(X′)), so G(idX′) = idG(X′). Let f ′ : X ′ → Y ′

and g′ : Y ′ → Z ′ be two morphisms of C ′, and let f : X → Y and
g : Y → Z be their images by G. By definition of G on morphisms, we
have F (f) = u(Y ′)−1 ◦ f ′ ◦ u(X ′) and F (g) = u(Z ′)−1 ◦ g′ ◦ u(Y ′), so
F (g ◦ f) = F (g) ◦ F (f) = u(Z ′)−1 ◦ (g′ ◦ f ′) ◦ u(X ′) = F (G(g′ ◦ f ′)). As F
is faithful, this implies that g ◦ f = G(g′ ◦ f ′), i.e. that G(g′) ◦G(f ′) = G(g′ ◦ f ′). So G
is a functor.

Finally, we show thatG is a quasi-inverse of F . For everyX ′ ∈ Ob(C ′), we have by defini-
tion ofG(X ′) an isomorphism u(X ′) : F (G(X ′))

∼→ X ′. We need to show that this defines
an isomorphism of functors F ◦G ∼→ idC ′ . So let f ′ : X ′ → Y ′ be a morphism of C ′. By
definition of G(f ′), we have u(Y ′) ◦ F (G(f ′)) = f ′ ◦ u(X ′), which is what we wanted.
We still need to define an isomorphism of functors v : G ◦F ∼→ idC . Let X ∈ Ob(C ). By
definition ofG, we have an isomorphism u(F (X)) : F (G(F (X)))

∼→ F (X). As F is fully
faithful, there is a unique v(X) ∈ HomC (G(F (X)), X) such that F (v(X)) = u(F (X)),
and v(X) is an isomorphism because a fully faithful functor is conservative. It remains to
show that this defines a morphism of functors. So let f : X → Y be a morphism of C .
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Then F (G(F (f))) = u(F (Y ))−1 ◦ F (f) ◦ u(F (X)), so

F (f)◦F (v(X)) = F (f)◦u(F (X)) = u(F (Y ))◦F (G(F (f))) = F (v(Y ))◦F (G(F (f))).

Using the fact that F is faithful (and is a functor), we get f ◦ v(X) = v(Y ) ◦ G(F (f)),
which is what we wanted.

�

A.1.3

Let C be the full subcategory of Ab whose objects are finitely generated abelian groups.

(a). Show that every natural endomorphism of idC is multiplication by some n ∈ Z.

(b). Consider the functor F : C → C that sends an abelian group A to Ator ⊕ (A/Ator) (and
acts in the obvious way on morphisms), where Ator is the torsion subgroup of A. Show
that there is no natural isomorphism F

∼→ idC .

Solution.

(a). Let u : idC → idC be a morphism of functors. Then u(Z) ∈ EndAb(Z), so u(Z) is of the
form nidZ for some n ∈ Z. Let A be an arbitrary abelian group. We want to show that
u(A) = nidA. Let a ∈ A. We consider the morphism of groups f : Z→ A sending 1 to a.
As u is a morphism of functors, we have a commutative diagram :

Z u(Z)
//

f
��

Z
f
��

A
u(A)

// A

In particular, u(A)(a) = u(A)(f(1)) = f(u(Z)(1)) = f(n) = na. So u(A) = nidA.

(b). Suppose that u : F
∼→ idC is a natural isomorphism. For every abelian groups A, consider

the morphism v(A) : A→ A/Ator⊕Ator that is the composition of the canonical surjection
A→ A/Ator and of the injectionA/Ator → A/Ator⊕Ator. It is easy to see that this defines
a morphism of functors v : idC → F . So u ◦ v is an endomorphism of idC , and, by a),
there exists n ∈ Z such that u ◦ v is the multiplication by n. As v(Z) = idZ by definition
of v and u(Z) is an isomorphism, we must have n = ±1. Now take A = Z/2Z. Then
v(A) = 0, so u ◦ v(A) = 0, so n is divisible by 2. This is a contradiction.

�
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A.1.4

Let k be a field, and let F : Modk → Modk be the functor sending a k-vector space V to
V ⊗k V and a k-linear transformation f to f ⊗ f . Show that the only morphism of functors from
idModk to F is the zero one, i.e. the morphism u : idModk → F such that u(V ) = 0 for every
k-vector space V .

Solution. Let u : idModk → F be a morphism of functors. Then u(k) is a k-linear map from k
to k ⊗k k, so there exists a unique λ ∈ k such that u(k)(1) = λ(1⊗ 1).

Let V be a k-vector space, and let v ∈ V . We denote by f ; k → V the unique k-linear map
such that f(1) = v. As u is a morphism of functors, we have u(V ) ◦ f = (f ⊗ f) ◦ u(k), and in
particular u(V )(v) = u(V )(f(1)) = (f ⊗ f)(λ(1⊗ 1)) = λ(v ⊗ v).

Take V = k2, and let (e1, e2) be the canonical basis of V . We know that
(e1 ⊗ e1, e1 ⊗ e2, e2 ⊗ e1, e2 ⊗ e2) is a basis of V ⊗k V . Using the previous paragraph, we
see that

u(V )(e1 + e2) = λ(e1 + e2)⊗ (e1 + e2) = λ(e1 ⊗ e1) + λ(e1 ⊗ e2) + λ(e2 ⊗ e1) + λ(e2 ⊗ e2).

On the other hand, as u(V ) is k-linear, we have

u(V )(e1 + e2) = u(V )(e1) + u(V )(e2) = λ(e1 ⊗ e1) + λ(e2 ⊗ e2).

This is only possible if λ = 0. But then, by the calculation of the previous paragraph, we have
u(W ) = 0 for every k-vector space W .

Note that we did not use the fact that k is a field, so the result is also true for the catgeory of
modules over a commutative ring.

�

A.1.5

Let C be a category. Remember that the category PSh(C ) of presheaves on C is the category
Func(C op,Set).

Let F be a presheaf on C and X be an object of C . Let Φ : HomPSh(C )(hX , F ) → F (X)
be the map defined by Φ(u) = u(X)(idX). Let Ψ : F (X) → HomPSh(C )(hX , F ) be
the map sending x ∈ F (X) to the morphism of functors Ψ(x) : hX → F such that
Ψ(x)(Y ) : hX(Y ) = HomC (Y,X) → F (Y ) sends f : Y → X to F (f)(x) ∈ F (Y ). Show that
Φ and Ψ are bijections that are inverses of each other.

Solution. We show that Ψ ◦Φ is the identity of HomPSh(C )(hX , F ). Let u ∈ HomPSh(C )(hX , F ).
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Let Y be an object of C . As u is a morphism of functors, we have a commutative diagram

HomC (X,X)
u(X)

//

hX(f)

��

F (X)

F (f)

��

HomC (Y,X)
u(Y )

// F (Y )

In particular, we have

F (f)(Φ(u)) = F (f)(u(X)(idX)) = u(Y )(hX(f)(idX)) = u(Y )(f).

As F (f)(Φ(u)) = Ψ(Φ(u))(Y )(f) by definition of Ψ, this shows that Ψ(Φ(u))(Y ) = u(Y ),
hence that Ψ(Φ(u)) = u.

Now we show that Φ ◦ Ψ is the identity of F (X). Let x ∈ F (X). Then
Φ(Ψ(x)) = Ψ(x)(X)(idX) = F (idX)(x) = idF (X)(x) = x.

�

A.1.6

(a). Show that the categories Set and Setop are not equivalent. (Hint : If F : Setop → Set is
an equivalence of categories, show that F (∅) is a singleton and that F (X) = ∅ for X a
singleton.)

(b). Let C be the full subcategory of Set whose objects are finite sets. Show that C and C op

are not equivalent.

(c). Show that Rel and Relop are equivalent.

(d). Let D be the full subcategory of Ab whose objects are finite abelian groups. Show that D
and Dop are equivalent.

Solution.

(a). Suppose that there exists an equivalence of categories F : Set→ Setop. For every set X ,
the set

HomSetop(F (X), F (∅)) = HomSet(F (∅), F (X)) ' HomSet(∅, X)

is a singleton (because there is a unique map from the empty set into X). So F (∅) is a
singleton.

Similarly, if X is a singleton, then, for every set Y , the set

HomSetop(F (X), F (Y )) = HomSet(F (Y ), F (X)) ' HomSet(Y,X)
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is a singleton. So F (X) is the empty set.

Now let X be a singleton and Y be a set with two elements. Then HomSet(X, Y ) is a set
with two elements. But on the other hand, we have

HomSet(X, Y ) ' HomSetop(F (X), F (Y )) = HomSet(F (Y ),∅),

and HomSet(F (Y ),∅) has at most one element (it is empty if F (Y ) 6= ∅, and it only
contains id∅ if F (Y ) = ∅). This is a contradiction.

(b). The proof of a) works just as well.

(c). Let F : Rel → Relop be defined by F (X) = X for every set X and, for all sets X, Y
and every subset f of X × Y , F (f) = {(y, x) | (x, y) ∈ f}. We want to show that
F is a functor. (Then it will clearly be an equivalence, and even an isomorphism of cat-
egories.) Let X, Y, Z be sets and f : X → Y , g : Y → Z be morphisms in Rel;
that is, f is a subset of X × Y and g is a subset of Y × Z. Then, in Rel, we have
g ◦ f = {(x, z) | ∃y ∈ Y, (x, y) ∈ f and (y, z) ∈ g}. On the other hand, in Relop, we
have F (f) ◦ F (g) = {(z, x) ∈ Z ×X | ∃y ∈ Y, (y, x) ∈ F (f) and (z, y) ∈ F (g)}. This
is clearly equal to F (g ◦ f).

(d). Consider the functor F = HomAb(·,Q/Z) : Abop → Ab. If A is a finite abelian group,
then so is F (A). So F induces a functor Dop → D , which we still denote by F . We can
also see F as a functor from D to Dop. We claim that F is an equivalence of categories,
and in fact that it is its own quasi-inverse. To show this, it suffices to construct an func-
torial isomorphism idD

∼→ F ◦ F . For every finite abelian group A, we consider the map
u : A → F (F (A)) = HomAb(HomAb(A,Q/Z),Q/Z), a 7−→ (f 7−→ f(a)). The fact
that this defines a morphism of functors is a straightforward verification. The fact that is
an isomorphism if Pontrjagin duality for finite abelian groups. (By the structure theorem
for finite abelian groups, it suffices to check that u(A) is an isomorphism for A of the form
Z/nZ, which is easy.)

�

A.1.7

Let C and C ′ and F : C → C ′, G : C ′ → C be two functors. We consider the two bifunc-
tions H1, H2 : C op × C → Set defined by H1 = HomC ′(F (·), ·) and H2 = HomC (·, G(·)).
Suppose that we are given, for every X ∈ Ob(C ) and every Y ∈ Ob(C ′), a bijection
α(X, Y ) : H1(X, Y )

∼→ H2(X, Y ). Show that the two following statements are equivalent
:

(i) The family of bijections (α(X, Y ))X∈Ob(C ),Y ∈Ob(C ′) defines an isomorphism of functors
H1

∼→ H2.

228



A.1 Problem set 1

(ii) For every morphism f : X1 → X2 in C , every morphism g : Y1 → Y2 in C ′, and for all
u ∈ HomC ′(F (X1), Y1) and v ∈ HomC ′(F (X2), Y2), the square

F (X1) u //

F (f)
��

Y1

g

��

F (X2) v
// Y2

is commutative if and only if the square

X1
α(X1,Y1)(u)

//

f

��

G(Y1)

G(g)

��

X2
α(X2,Y2)(v)

// G(Y2)

is commutative.

Solution. The key is to write explicitly what it means for the (α(X, Y )) to define a morphism of
functors. It means that, for every morphism f : X1 → X2 in C (that is, a morphism X2 → X1

in C op) and for every morphism g : Y1 → Y2 in C ′, the following square commutes :

HomC ′(F (X2), Y1)

α(X2,Y1)

��

H1(f,g)
// HomC ′(F (X1), Y2)

α(X1,Y2)

��

HomC (X2, G(Y1))
H2(f,g)

// HomC (X1, G(Y2))

The fact that the square commutes says exactly that, for every morphism w : F (X2)→ Y1 in C ′,
we have

α(X1, Y2)(g ◦ w ◦ F (f)) = G(g) ◦ α(X2, Y1)(w) ◦ f.

Suppose that (i) holds. Using the calculation of the previous, we get :

(a) Taking X1 = X2, f = idX1 and g : Y1 → Y2 arbitrary : for every u : F (X1) → Y1, we
have

α(X1, Y2)(g ◦ u) = G(g) ◦ α(X1, Y1)(u).

(b) Taking f : X1 → X2 arbitrary, Y1 = Y2 and g = idY2 : for every v : F (X2)→ Y2, we have

α(X1, Y2)(v ◦ F (f)) = α(X2, Y2)(v) ◦ f.

Suppose that we are in the situation of (ii), that is, we are given morphisms f : X1 → X2 in
C , g : Y1 → Y2 in C ′, and u ∈ HomC ′(F (X1), Y1) and v ∈ HomC ′(F (X2), Y2). We want to
show that the top square of (ii) commutes if and only if the bottom squqre commutes.
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Suppose that the top square commutes, that is, that v ◦ F (f) = g ◦ u. Applying (a) and (b),
we get

G(g) ◦ α(X1, Y1)(u) = α(X1, Y2)(g ◦ u) = α(X1, Y2)(v ◦ F (f)) = α(X2, Y2)(v) ◦ f.

This shows that the bottom square commutes.

Conversely, suppose that the bottom square commutes, that is, that
G(g) ◦ α(X1, Y1)(u) = α(X2, Y2)(v) ◦ f . Again, applying (a) and (b), we get

α(X1, Y2)(g ◦ u) = G(g) ◦ α(X1, Y1)(u) = α(X2, Y2)(v) ◦ f = α(X1, Y2)(v ◦ F (f)).

As α(X1, Y2) is bijective, this implies that g ◦ u = v ◦ F (f), which means that the top square
commutes.

Now we assume that (ii) holds, and we want to show that (i) also holds. Let f : X1 → X2 be
a morphism in C , g : Y1 → Y2 be a morphism in C ′, and w : F (X2) → Y1 be a morphism in
C ′. We want to show that α(X1, Y2)(g ◦ w ◦ F (f)) = G(g) ◦ α(X2, Y1)(w) ◦ f . We apply (i) to
u = w◦F (f) : F (X1)→ Y1 and v = g ◦w : F (X2)→ Y2. We obviously have g ◦u = v ◦F (f),
so, by (i), this implies that

(*) α(X2, Y2)(g ◦ w) ◦ f = G(g) ◦ α(X1, Y1)(w ◦ F (f)).

Applying (*) to the particular case where Y1 = Y2 and g = idY1 , we get:

(**) α(X2, Y1)(w) ◦ f = α(X1, Y1)(w ◦ F (f)).

Applying (**) with w replaced by g ◦ w : F (X2)→ Y2, we get

(***) α(X2, Y2)(g ◦ w) ◦ f = α(X1, Y2)(g ◦ w ◦ F (f)).

Putting (*), (**) and (***) together gives

α(X1, Y2)(g ◦ w ◦ F (f)) = α(X2, Y2)(g ◦ w) ◦ f = G(g) ◦ α(X1, Y1)(w ◦ F (f))

= G(g) ◦ α(X1, Y1)(w ◦ F (f)),

which is what we wanted to prove.

�

A.1.8

Remember that a functor F : C → Set is called representable if there exists an object X of C
and an element x of F (X) such that the morphism of functors u : HomC (X, ·) → F defined
by u(Y ) : HomC (X, Y ) → F (Y ), (f : X → Y ) 7−→ F (f)(x) is an isomorphism. The couple
(X, x) is then said to represent F .

The following functors are representable. For each of them, give a couple representing the
functor. (If the functor is only defined on objects, it is assumed to act on morphisms in the
obvious way.)
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(a). The identity endofunctor of Set.

(b). The functor F : Grp→ Set, G 7−→ Gn, where n ∈ N.

(c). The forgetful functor ModR → Set, where R is a ring.

(d). The forgetgul functor Ring→ Set.

(e). The functor Ring→ Set, R 7−→ R×.

(f). The functor F : Cat→ Set that takes a category to its set of objects.

(g). The functor F : Cat → Set that takes a category to its set of morphisms (i.e.⋃
X,Y ∈Ob(C ) HomC (X, Y )).

(h). The functor F : Cat→ Set that takes a category to its set of isomorphisms.

(i). The functor F : Top∗ → Set that takes a pointed topological space (X, x) to the set of
continuous loops on X with base point x.

(j). The functor F : Setop → Set such that F (X) = P(X) and, for every map f : X → Y ,
F (f) : P(Y )→ P(X) is the map A 7−→ f−1(A).

(k). The functor F : Topop → Set that sends a topological space to its set of open subsets. (If
f : X → Y is a continuous map, F (f) : F (Y )→ F (X) is the map U 7−→ f−1(U).)

(l). If k is a field, the functor F : Modop
k → Set that sends a k-vector space to the underlying

set of V ∗ (so F is the composition of the duality functor Modop
k → Modk and of the

forgetful functor from Modk to Set.)

Solution.

(a). Take X = {x} to be a singleton and x to be the unique element of F (X) = X .
Then, for every set Y , u(Y ) : HomSet(X, Y ) → F (Y ) = Y sends f : X → Y to
f(x) ∈ F (Y ) = Y ; it is clearly bijective.

(b). Let X = Fn be the free group on n generators (x1, . . . , xn), and
x = (x1, . . . , xn) ∈ F (Fn) = (Fn)n. For every group G, the map
u(G) : HomGrp(Fn, G) → Gn sends f : Fn → G to (f(x1), . . . , f(xn)) ∈ Gn.
The fact that this is bijective is the universal property of the free group Fn.

(c). Take X = R with the obvious right R-action, and x = 1 ∈ F (R) = R. Then, for every
right R-module M , the map u(M) : HomR(R,M) → F (M) = M sends f : R → M to
f(1). This is bijective because R is a free R-module with base {1}.

(d). Take X equal to the polynomial ring Z[x] and x ∈ F (X) = X to be the indeterminate.
For every ring R, the map u(R) : HomRing(Z[x], R) → F (R) = R sends f : Z[x] → R
to f(x) ∈ R. The fact that this is bijective is the universal property of the polynomial ring.

(e). Take X = Z[x, x−1] (the polynomial ring Z[x] localized at the indeterminaye x)
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and x to be the indeterminate in F (X) = Z[x, x−1]×. For every ring R, the map
u(R) : HomRing(Z[x], R) → F (R) = R× sends f : Z[x] → R to f(x) ∈ R×. The
fact that this is bijective follows from the universal properties of the polynomial ring of the
localization.

(f). Let X be the category with only one object ∗ and such that EndX(∗) = {id∗}, and let
x ∈ F (X) = {∗} be the unique object. (Note that X is the category corresponding to
the poset [0].) If C is a category, the map u(C ) : Func(X,C ) → F (C ) = Ob(C ) takes
a functor G : X → C to G(∗) ∈ Ob(C ). This map is bijective, with inverse the map
v(C ) : Ob(C )→ Func(X,C ) sending c ∈ Ob(C ) to the functor G : X → C defined by
G(∗) = c and G(id∗) = idc.

(g). Let X be the category corresponding to the poset [1], that is, X has two objects 0 and 1,
and a unique non-identity morphism α : 0 → 1. Let x ∈ F (X) be the morphism α. If
C is a category, the map u(C ) : Func(X,C ) → F (X) sends a functor G : X → C to
G(α) ∈ HomC (F (0), F (1)). Let v(C ) : F (X) → Func(X,C ) be defined as follows :
if f : c0 → c1 is a morphism of C , that is, an element of F (C ), we defined a functor
G : X → C by G(0) = c0, G(1) = c1 and G(α) = f . Then v(C ) is an inverse of u(C ),
so u(C ) is bijective.

Let X be the category such that Ob(X) = {0, 1}, and such that the only two non-identity
morphisms of X are morphisms α : 0 → 1 and β : 1 → 0 such that α ◦ β = id1 and
β ◦ α = id0. If C is a category, the map u(C ) : Func(X,C ) → F (X) sends a functor
G : X → C to G(α) ∈ HomC (F (0), F (1)), which is an isomorphism with inverse G(β).
Let v(C ) : F (X)→ Func(X,C ) be defined as follows : if f : c0 → c1 is an isomorphism
of C , that is, an element of F (C ), we defined a functor G : X → C by G(0) = c0,
G(1) = c1, G(α) = f and G(β) = f−1. Then v(C ) is an inverse of u(C ), so u(C ) is
bijective.

(h). Remember that a loop on a topological space Y with base point y is just a continuous
map γ from S1 (the unit circle in C) to Y such that γ(1) = y. In other words, it is a
morphism from (S1, 1) to (Y, y) in the category Top∗. So we can take X = (S1, 1) and
x = idS1 ∈ F (X).

(i). For every set Y , we have a bijection v(Y ) : P(Y )
∼→ HomSet(Y, {0, 1}) sending a subset

A of Y to its characteristic function. So we can take X = {0, 1} and x = {1} ∈ P(X).
Indeed, if Y is a set, then the map u(Y ) : HomSetop(X, Y ) = HomSet(Y,X) → P(Y )
sends f : Y → {0, 1} to f−1({1}), which is the inverse of the bijection v(Y ).

(j). Let X be the Sierpinski space, that is, the topological space {s, η} where the open subsets
are ∅, {η} and {s, η}, and let x = {η} ∈ F (X). Then, if Y is a topological space,
the map u(Y ) : HomSetop(X, Y ) = HomSet(Y,X) → P(Y ) sends f : Y → {s, η} to
the open subset f−1({η}) of Y . Conversely, if U is an open subset of Y , then the map
f : Y → {s, η} such that f(y) = η for y ∈ Y and f(y) = s for y ∈ Y − U is continuous.
So u(Y ) is bijective.
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(k). For every k-vector space V , we have F (V ) = Homk(V, k). So we can take X = k
(with the obvious action of k) and x = idk ∈ Homk(k, k). Indeed, for every k-vector
space V , the map u(V ) : HomModop

k
(k, V ) = Homk(V, k)→ F (V ) = Homk(V, k) sends

f : V → k to idk ◦ f = f . This is the identity of F (V ), so it is obviously bijective.

�

A.1.9

The simplicial category ∆ is defined in Example I.2.1.8(5) of the notes. It is the category whose
objects are the finite sets [n] = {0, 1, . . . , n} with their usual order and whose morphisms are the
nondecreasing maps between these sets.

The category sSet of simplicial sets if Func(∆op,Set). So a simplicial set is by definition a
functor X : ∆op → Set; in that case, we write Xn for X([n]) and, if f : [n] → [m], we often
write f ∗ : Xm → Xn for X(f). For example, for each n ∈ N, the standard simplex of dimension
n is the simplicial set Hom∆(·, [n]).

If X is a simplicial set, a simplicial subset Y of X is the data of a subset Yn of Xn, for every
n ∈ N, such that α∗(Ym) ⊂ Yn for every morphism α : [n]→ [m] in ∆. We can form images of
morphisms of simplicial sets, and unions and intersections of simplicial subsets, in the obvious
way.

If we see each poset [n] as a category in the usual way, then the morphisms of ∆ become
functors, so this allows us to see ∆ as a subcategory of Cat.

Let C be a category. Its nerve N(C ) is the restriction to ∆op of the functor HomCat(·,C )
on Catop; it is a functor from ∆op to Set, i.e. a simplicial set. As HomCat is a bifunctor, this
construction is functorial in C , and we get a nerve functor N : Cat→ sSet.

(a). If C is a category, show that N(C )0 ' Ob(C ) and N(C )1 '
∐

X,Y ∈Ob(C ) HomC (X, Y ).
Can you give a similar description of N(C )n for n ≥ 2 ?

(b). Let n ∈ N. Show that the nerve of [n] is isomorphic to ∆n.

(c). Let n ∈ N. Show that there exists en ∈ ∆n([n]) such that, for every simplicial set X , the
map HomsSet(∆n, X)

∼→ Xn sending u to un(en) is bijective.

(d). For every category C and every simplicial set X , if u, v : X → N(C ) are two morphisms
of simplicial sets such that ui, vi : Xi → N(C )i are equal for i ∈ {0, 1}, show that u = v.

(e). We denote by ∆≤2 the full subcategory of ∆ whose objects are [0], [1] and [2]; if X is a
simplicial set, we denote by X≤2 its restriction to ∆≤2 (which is a functor ∆op

≤2 → Set).

LetX be a simplicial set and C be a category. Show that every morphismX≤2 → N(C )≤2

extends to a morphism X → N(C ).
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(f). Show that the functor N : Cat→ sSet is fully faithful.

Let n ∈ N For every k ∈ [n], we denote by δk the unique injective increasing map [n−1]→ [n]
such that k 6∈ Im(δk). This induces a map ∆n−1 → ∆n, that we also denote by δk; the image of
this map is called the kth facet of ∆n.

If k ∈ [n], the horn Λn
k is the union of all the facets of ∆n except for the kth one; in other

words, it is the simplicial subset of ∆n defined by

Λn
k([m]) = {f ∈ Hom∆([m], [n]) | ∃l ∈ [n]−{k} and g ∈ Hom∆([m], [n−1]) with f = δl ◦g}.

(g). (1 point) Let C be a category. If n ≥ 3 and k ∈ [n]−{0, n}, show that every morphism of
simplicial sets Λn

k → X extends uniquely to a morphism ∆n → X .

(h). Let C be a category. Show that every morphism of simplicial sets Λ2
1 → X extends

uniquely to a morphism ∆2 → X .

(i). Show that a simplicial set X is the nerve of a category if and only if, for every n ∈ N,
every 0 < k < n and every morphism of simplicial sets u : Λn

k → X , the morphism u
extends uniquely to a morphism ∆n → X .

Solution.

(a). By problem A.1.8(f), the functor Cat → Set, C 7−→ Ob(C ) is represented by [0].
As N(C )0 = HomCat([0],C ), this gives an isomorphism N(C )0 ' Ob(C ), natural in
C . Similarly, by A.1.8(g), the functor Cat → Set, C 7−→

∐
X,Y ∈Ob(C ) HomC (X, Y )

is represented by [1]. As N(C )1 = HomCat([1],C ), this gives an isomorphism
N(C )1 '

∐
X,Y ∈Ob(C ) HomC (X, Y ), also natural in C . Note that, if δ0, δ1 : [0] → [1]

are the two maps defined by δ0(0) = 1 and δ1(0) = 0, then δ∗1 : N(C )1 → N(C )0 sends a
morphism to its source and δ∗0 : N(C )1 → N(C )0 sends a morphism to its target.

Let C be category. For n ≥ 1, consider the set Mn of sequences of n composable
morphisms c0

f1→ c1
f2→ . . .

fn→ cn of C , which we will also write as (f1, . . . , fn).
We have a map α : N(C )n → Mn sending a functor F : [n] → C to the sequence
F (0) → F (1) → . . . → F (n), where the morphism F (i) → F (i + 1) is the image
by F of the unique morphism i → i + 1 in [n]. This uniquely determines the func-
tor F , because, for i ≤ j in [n], the unique morphism i → j is the composition of
i → i + 1 → i + 2 → . . . → j. For the same reason, every element of Mn comes
from a functor F : [n] → C . So we get a bijection N(C )n

∼→ Mn. (We can easily make
Mn into a functor Cat→ Set, and then this bijection is an isomorphism of functors.)

We will identify N(C )n with Mn in the rest of this solution. We also write M0 = Ob(C ).
(we can think of c ∈ Ob(C ) as a length 0 sequence of composable morphisms (c).)

Let α : [m] → [n] be a nondecreasing map. We can give an explicit description of the
map α∗ : N(C )n → N(C )m by chasing through the identifications. If n = 0 and m ≥ 1,
then α∗ sends c ∈ Ob(C ) to the sequence (idc, . . . , idc) ∈ Mm. If n ≥ 1 and m = 0, let
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i = α(0); then α∗ sends the sequence c0
f1→ c1

f2→ . . .
fn→ cn to ci. Suppose that n,m ≥ 1,

let c0
f1→ c1

f2→ . . .
fn→ cn be an element of Mn, and let d0

g1→ d1
g2→ . . .

gm→ dm be its image
by α∗. For i ∈ {1, . . . ,m}, we have :

- if α(i− 1) = α(i), then di−1 = di = cα(i) and gi = idcα(i)
;

- if α(i− 1) < α(i), then gi = fα(i) ◦ . . . ◦ fα(i−1)+1.

(b). As we have identified ∆ to a subcategory of Cat, this is just the definition of ∆n.

(c). Let en = id[n] ∈ ∆n([n]) = Hom∆([n], [n]). The fact that the map of the statement is
bijective is exactly the Yoneda lemma (Theorem I.3.2.2 ).

(d). Suppose that u, v : X → N(C ) satisfy the condition of the question. Let n ≥ 2, and let
x ∈ Xn. Write u(x) = (c0

f1→ c1
f2→ . . .

fn→ cn) and v(x) = (d0
g1→ d1

g2→ . . .
gn→ dn).

We want to show that u(x) = v(x), that is, that fi = gi for every i ∈ {1, . . . , n}. Fix
i ∈ {1, . . . , n}, and consider the map α : [1]→ [n] sending 0 to i− 1 and 1 to i. Then α is
a morphism in ∆, so we have a commutative diagram

Xn
un //

α∗

��

N(C )n

α∗

��

X1 u1

// N(C )1

and a similar commutative diagram for v. By definition of the bijection N(C )n
∼→ Mn,

the map α∗ sends a sequence e0
h1→ e1

h2→ . . .
hn→ en to hi : ei−1 → ei. So we get

fi = α∗(un(x)) = u1(α∗(x)) = v1(α∗(x)) = α∗(vn(x)) = gi.

(e). Let u : X≤2 → N(C )≤2. We want to show that u extends to a morphism of simplicial sets
v : X → N(C ). The solution of question (d) tells us how we must extend u: Let n ≥ 2,
and, for i ∈ {1, . . . , n}, let αni = αi : [1] → [n] be the map m 7−→ m + i − 1. Then, for
every x ∈ Xn, vn(x) must be the sequence (u1(α∗1(x)), . . . , u1(α∗n(x))) of morphisms of
C . These morphisms are composable : indeed, if we denote by δ0, δ1 : [0] → [1] the two
maps defined by δ0(0) = 1 and δ1(0) = 0, then αi ◦ δ0 = αi+1 ◦ δ1 for 1 ≤ i ≤ n − 1, so
the target u0(δ∗0α

∗
i (x)) of u1(α∗i (x)) is equal to the source u0(δ∗1α

∗
i+1(x)) of u1(α∗i+1(x)).

We have to check that v2 = u2 and that v is a morphism of simplicial sets. The proof that
v2 = u2 is exactly as in the solution of (d). To show that v is a morphism of simplicial
sets, we take a nondecreasing map α : [m] → [n] and we show that vm ◦ α∗ = α∗ ◦ vn.
We can write α = α′ ◦ α′′ with α′, α′′ both nondecreasing, α′ injective and α′′ surjective,
and it suffices to show the statement for α′ and α′′. Moreover, we can write α′ (resp. α′′)
as a composition of injective (resp. surjective) nondecreasing maps [p] → [p + 1] (resp.
[p+ 1]→ [p]). So we may assume that α is injective or surjective and that n = m± 1.

Suppose first that α : [n + 1] → [n] is a surjective nondecreasing map. Then there
is a unique i ∈ [n] such that α(i) = α(i + 1) = i, α(j) for 0 ≤ j < i and
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α(j) = j − 1 for i + 1 < j ≤ n + 1. Let x ∈ Xn, and let (f1, . . . , fn) = vn(x).
The map α∗ : N(C )n → N(C )n+1 sends the sequence of composable morphisms
(f1, . . . , fn) to (f1, . . . , fi, idc, fi+1, . . . , fn), where c is the target of fi. By definition,
vn+1(α∗(x)) = (g1, . . . , gn+1), with gj = u1(αn+1

j

∗
α∗(x)). If 1 ≤ j ≤ i, then

α ◦ αn+1
j = αnj , so gj = fj . If i + 2 ≤ j ≤ n + 1, then α ◦ αn+1

j = αnj−1, so gj = fj−1.
Finally, αni+1 ◦ α : [1] → [n] is the map sending every element of [1] to i, so it is equal
to α′ ◦ α′′, where α′ : [0] → [n] sends 0 to i and α′′ : [1] → [0] is the unique map; so
gi+1 = u1(α′′∗ ◦ α′∗(x)) = α′′∗u0(α′∗(x)) is idc′ , where c′ = u0(α′∗(x)); as α′ = αni ◦ δ0,
we have c′ = δ∗0(fi), that is, c′ is the target c of fi, as we wanted.

Now we take α : [n− 1]→ [n] injective and increasing; we may also assume n ≥ 3, as we
already the result for n ≤ 2. There exists i ∈ [n] such that Im(α) = [n]−{i}, that is, such
that α is the map δi defined before (g). Let x ∈ Xn, and let c0

f1→ . . .
fn→ cn be vn(x) and

(g1, . . . , gn−1 be vn−1(α∗(x)). As we saw in the solution of (a), the map α∗ : Mn →Mn−1

sends the sequence of composable morphisms c0
f1→ . . .

fn→ cn to the sequence :

- c0
f1→ . . .

fn−1→ cn−1 if i = n;

- c1
f2→ . . .

fn→ cn if i = 0;

- c0
f1→ . . . ci−1

fi+1◦fi→ ci+1 . . .
fn→ cn if 1 ≤ i ≤ n− 1.

If 1 ≤ j ≤ i−1, we have α◦αn−1
j = αnj , which implies that gj = fj . If i+1 ≤ j ≤ n−1,

we have α ◦ αn−1
j = αnj+1, which implies that gj = fj+1. To finish the proof that

α∗(vn(x)) = vn−1(α∗(x)), it remains to consider the case j = i ∈ {1, . . . , n − 1}. Then
α ◦ αn−1

j = α′ ◦ δ1, where α′ : [2] → [n] is the map x 7−→ x + i − 1 and δ1 : [1] → [2]
is the map sending 0 to 0 and 1 to 2. Hence gj = u1(δ∗1α

′∗(x)) = δ∗1u2(α′∗x), so if
u2(α′∗(x)) = (h1, h2) then gj = h2 ◦ h1; but it is easy to see that u2(α′∗(x)) = (fi, fi+1)
(by looking at the composition of α′ with α2

1, α
2
2 : [1]→ [2]), so we are done.

(f). Let C and C ′ be categories. We want to show that the map
N : Func(C ,C ′) → HomsSet(N(C ), N(C ′)) is bijective, so we try to construct an
inverse of this map.

Let u : N(C ) → N(C ′) be a morphism of simplicial sets. We denote by F the map
Ob(C ) ' N(C )0

u0→ N(C ′)0 ' Ob(C ′). Let f : c0 → c1 be a morphism of C . We saw in
(a) that this morphism corresponds to a functor T : [1]→ C , that is, an element of N(C )1.
We denote by F (f) : d0 → d1 the morphism of C ′ corresponding to u1(T ) ∈ N(C ′)1.
We want to show that d0 = F (c0) and d1 = F (c1). Let i ∈ {0, 1}, and consider the map
α : [0] → [1] sending 0 to i. This is a morphism of ∆, and α∗ : N(C )1 → N(C )0 sends
a morphism of C to its source if i = 0 and its target if i = 1. Using the commutativity of
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the diagram
N(C )1

u1 //

α∗

��

N(C ′1)

α∗

��

N(C0) u0

// N(C ′0)

we see that d0 = F (c0) and d1 = F (c1). Now we show that F is a functor. There are two
conditions to check :

(1) Consider the unique map α : [1] → [0]. This is a morphism of ∆, and
α∗ : N(C )0 → N(C )1 sends the element of N(C )0 corresponding to an object c
of C to the element of N(C )1 corresponding to idc. As u1 ◦ α∗ = α∗ ◦ u0, we get
that, for every c ∈ Ob(C ), F (idc) = idF (c).

(2) Consider the map α : [1]→ [2] sending 0 to 0 and 1 to 2, and the map σi : [1]→ [2],
m 7−→ m+i, for i ∈ {0, 1}. Then α∗ (resp. σ∗0 , resp. σ∗1) sends the element ofN(C )2

corresponding to a sequence c0
f1→ c1

f2→ c2 to the element of N(C )1 corresponding
to f2 ◦ f1 (resp. f1, resp. f2). (This is clear on the identifications of (a).)

Let c0
f1→ c1

f2→ c2 be a sequence of composable morphisms of C . Using the pre-
vious paragraph and the fact that u is a morphism of functors, we see that the im-
age by u of the element of N(C )2 corresponding to this sequence is the sequence

F (c0)
F (f1)→ F (c1)

F (f2)→ F (c2), and using this and the fact that α∗ ◦ u2 = u1 ◦ α∗, we
finally get F (f2) ◦ F (f1) = F (f2 ◦ f1).

So we have constructed a map Φ : HomsSet(N(C ), N(C ′)) → Func(C ,C ′), and it is
clear on the construction that, for every functor F : C → C ′, we have Φ(N(F )) = F .
Now let u : N(C )→ N(C ′) be a morphism of simplicial sets, and let F = Φ(u). We want
to show that N(F ) = u. Again, it is clear from the construction of Φ that N(F )0 = u0 and
N(F )1 = u1. But then the fact that N(F ) = u follows from (c).

(g). If n ≥ 4, then, for every k ∈ [n], the morphism Λn
k,≤2 → ∆n,≤2 induced by the inclusion

Λn
k ⊂ ∆n is the identity morphism. So, by (d) and (e), every morphism Λn

k → N(C )
extends uniquely to a morphism ∆n → N(C ).

We still need to treat the case n = 3. Note that the uniqueness of the extension will follow
from the fact that Λ3

k,≤1 = ∆3,≤1.

Let ∂∆3 be the union of all the faces of ∆3. Then the inclusion ∂∆3 ⊂ ∆3 induces an
equality ∂∆3,≤2 = ∆3,≤2, so it suffices to show that the morphism u : Λ3

k → N(C )
extends to ∂∆3. As ∂∆3 = Λ3

k ∪ δk∗(∆2) and Λ3
k ∩ δk∗(∆2) = δk∗(∂∆2), it suffices to

extend u from δk∗(∂∆2) to δk∗(∆2). For 0 ≤ i < j ≤ 3, let αi,j : [1] → [3] be the map
sending 0 to i and 1 to j; note that αi,j ∈ Λ3

k([3]). Let fi = u3(αi−1,i), for 1 ≤ i ≤ 3. We
treat the case k = 1, the case k = 2 is similar. Factoring both α1,2 and α2,3 through the
morphism δ0 : [2]→ [3], we see that f3 and f2 are composable, and that f3 ◦f2 = u3(α1,3).
Factoring both α0,1 = f1 and α1,3 through the morphism δ2 : [2] → [3], we see that
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f3 ◦ f2 = u3(α1,3) and f1 are composable, and that f3 ◦ f2 ◦ f1 = u3(α0,3). Similary, using
δ3 : [2]→ [3], we show that f2 ◦ f1 = u3(α0,2).

In particular, we see that u3(α0,3) = f3 ◦ f2 ◦ f1 = u3(α3,2) ◦ u3(α0,2). This is exactly the
condition that we need to extend u from δ1∗(∂∆2) to δ1∗(∆2). (See the solution of the next
question.)

(h). Let u : Λ2
1 → N(C ). We want to extend u to a morphism v : ∆2 → N(C ). Remember

that, by the Yoneda lemma, giving v is the same as giving an element e of N(C )2; the fact
that v extends u then says that, for every α : [m] → [2] such that α ∈ Λ2

1([n]), we have
α∗(e) = um(α).

Note that the maps δ2 and δ0 from [1] to [2] are in Λ2
1([1]) by definition of the horn Λ2

1. We
set f1 = u1(δ2) and f2 = u1(δ0). Comparing the compositions of δ0 and δ2 with the two
maps [0] → [1], we see that (f1, f2) is a sequence of composable morphisms of C , hence
an element of e of N(C )2; we denote by v : ∆2 → N(C ) the corresponding morphism,
that is, the unique morphism such that v2(e2) = (f1, f2). Using the method of the solution
of (d), we see that this is the only possibility for a morphism extending u (such a morphism
must send e2 ∈ ∆2([2]) to (f1, f2)).

It remains to show that v does extend u. Let α : [m] → [2] be an element of Λ2
1([2]);

by definition of the horn, this means that we can write α = δi ◦ β, with β : [m] → [1]
nondecreasing and i ∈ {0, 2}. Then v2(α) = α∗(e) = β∗(δ∗i (e)) and u2(α) = β∗u1(δi), so
it suffices to show that δ∗i (e) = u1(δi); but this follows from the definition of f1 and f2 and
the description of δ∗i : N(C )2 → N(C )1 in (a).

(i). Let X be a simplicial set, and suppose that every morphism u : Λn
k → X with 0 < k < n

extends uniquely to ∆n. We denote by d0, d1 : [0] → [1] the two maps sending 0 to 0 and
1 respectively, and by s the unique map from [1] to [0]. We construct a category C in the
following way :

(1) We take Ob(C ) = X0.

(2) If c, d ∈ X0, we have HomC (c, d) = {f ∈ X1 | d∗0(f) = c and d∗1(f) = d}.

(3) For every c ∈ X0, we denote by idc the element s∗(c) of X1.

(4) Let c, d, e ∈ X0 and f ∈ HomC (c, d), g ∈ HomC (d, e). We want to construct a
morphism u : Λ2

1 → X . Let α : [m] → [2] be an element of Λ2
1([m]). By defini-

tion of Λ2
1, there exists β : [m] → [1] and j ∈ {0, 2} such that α = δj ◦ β. We set

um(α) = β∗(fj), with fj = f if j = 2 and fj = g if j = 0. We must check that this is
well-defined; if α can be written as β ◦ δ0 and β′ ◦ δ2, with β : [m]→ [1], this means
that Im(α) = {1}, so Im(β) = {0} and Im(β′) = {1}, so there exists γ : [m] → [0]
such that β = d0 ◦ γ and β′ = d1 ◦ γ, hence β∗(g) = γ∗(d) = β′∗(f). We now check
that u is a morphism of simplicial sets. If α : [m] → [2] is an element of Λ2

1([m]),
write α = δj ◦ β, with β : [m]→ [1] and j ∈ {0, 2}; then, for every γ : [m′]→ [m],
we have α ◦ γ = δj ◦ (β ◦ γ), so um′(γ) = (β ◦ γ)∗(fj) = γ∗(β∗(fj)) = γ∗(um(β)).
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So u is a morphism of simplicial sets, and, by assumption, it extends uniquely to
a morphism v : ∆2 → X . We take g ◦ f = v1(δ1). It is easy to check that
g ◦ f ∈ HomC (c, e).

It is easy to check that the identity morphisms are unit elements for the composition.

We check that the composition law of C is associative. Let (f1, f2, f3) be a sequence of
composable morphisms in C . Remember that we have maps δi : [2] → [3], inducing
morphisms of simplicial sets δi∗ : ∆2 → ∆3. As in the construction of the composition
in (4), we use the pair (f1, f2) to construct a morphism δ3∗(∆2) → X , the pair (f2, f3) to
construct a morphism δ1∗(∆2) → X , and the pair (f1, f3 ◦ f2) to construct a morphism
δ2∗(∆2) → X . These three morphisms glue to a morphism Λ3

1 → X , which extends
uniquely to v : ∆3 → X . In particular, if we define maps αi,j : [1]→ [3] as in (g), we see
as in that question that

v1(α0,3) = v1(α3,2) ◦ v1(α2,0) = f3 ◦ (f2 ◦ f1) = v1(α3,1 ◦ α1,0) = (f3 ◦ f2) ◦ f1.

For n ≥ 1 and 1 ≤ i ≤ n, let the αni : [1]→ [n] be as in the solution of (e).

Let n ≥ 2. If 1 ≤ m ≤ n 0 ≤ i0 < i1 < . . . < im ≤ n, we denote by αi0,...,im : [1] → [n]
the map sending r ∈ [m] to ir ∈ [n]. If x ∈ Xn, we define morphisms f1,x, . . . , fn,x in C
by fi = αni

∗(x). As αni ◦ d0 = αni+1 ◦ d1 for 1 ≤ i ≤ n − 1, the fi form a sequence of
composable morphisms, so (f1, . . . , fn) ∈ N(C )n. We claim that :

(A) For every (f1, . . . , fn) ni N(C )n, there exists x ∈ X such that
(f1,x, . . . , fn,x) = (f1, . . . , fn).

(B) If x, y ∈ Xn are such that fi,x = fi,y for 1 ≤ i ≤ n, then x = y.

We prove (A). Let (f1, . . . , fn) be a sequence of composable morphisms in C . For
0 ≤ i0 < i1 ≤ n, we define a morphism ui0,i1 : αi0,i1,∗(∆1) → X by sending αi0,i1,∗(e1)
to fi1 ◦ . . . fi0+1 ∈ X1, where e1 ∈ ∆1([1]) is the element defined in (c). Suppose that
0 ≤ i0 < i1 < i2 ≤ n. Then the morphisms ui0,i1 , ui1,i2 and ui0,i2 agree on the inter-
sections of their domains (because the fi are composable), so they glue to a morphism
u′i0,i1,i2 : αi0,i1,i2,∗(∂∆2)→ X; by the property of X , this morphism extends uniquely to a
morphism ui0,i1,i2 : αi0,i1,i2,∗(∆2) → X . Now take 0 ≤ i0 < i1 < i2 < i3 ≤ n. Then the
morphisms ui0,i1,i2 , ui0,i1,i3 , ui0,i2,i3 and ui1,i2,i3 agree on the intersections of their domains
(we just recover one of the uir,is on such an intersection), so they glue to a morphism
u′i0,i1,i2,i3 : αi0,i1,i2,i3,∗(∂∆3) → X; by the property of X , this morphism extends uniquely
to a morphism ui0,i1,i2,i3 : αi0,i1,i2,i3,∗(∆3) → X . We continue in this way until we get a
morphism u0,1,...,n : ∆n → X extending the original ui0,i1; the corresponding element of
Xn has the required property.

Now we prove (B). By the Yoneda lemma, the elements u, v ∈ Xn correspond to two
morphisms ux, uy : ∆n → X , and the condition of (B) says that ux and uy agree on
αi0,i1,∗(∆1) for all i0, i1 ∈ [n] such that i0 < i1. But we saw in the proof of (A) that
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there is a unique way to extend a family of morphisms αi0,i1,∗(∆1)→ X (agreeing on the
intersections of the αi0,i1,∗(∆1)) to a morphism ∆n → X . So ux = uy, that is, x = y.

Finally, we define u : X → N(C ) by taking u1 and u0 to be the obvious bijections and by
sending x ∈ Xn to the sequence of maps (f1,x, . . . , fn,x), for every n ≥ 2. This induces a
morphism of functors from X≤2 to N(C )≤2 by the definition of the composition and the
description of the maps between the N(C )n in (a). Then the solution of (e) shows that u
is a morphism of simplicial sets. Points (A) and (B) imply that u is an isomorphism.

�

A.2 Problem set 2

A.2.1 Monoidal categories

A monoidal category is a category C equipped with a bifunctor (·) ⊗ (·) : C × C → C (the
tensor product or monoidal functor), with an identity (or unit) object 11 and with three natural
isomorphisms α(A,B,C) : (A⊗B)⊗C ∼→ A⊗(B⊗C), λ(A) : 11⊗A ∼→ A and ρA : A⊗11

∼→ A,
satisfying the following conditions :

- for all A,B,C,D ∈ Ob(C ), the following diagram commutes :

((A⊗B)⊗ C)⊗D
α(A⊗B,C,D)

��

α(A,B,C)⊗idD
// (A⊗ (B ⊗ C))⊗D α(A,B⊗C,D)

// A⊗ ((B ⊗ C)⊗D)

idA⊗α(B,C,D)

��

(A⊗B)⊗ (C ⊗D)
α(A,B,C⊗D)

// A⊗ (B ⊗ (C ⊗D))

- for all A,B ∈ Ob(C ), the following diagram commutes :

(A⊗ 11)⊗B α(A,11,B)
//

ρ(A)⊗idB ''

A⊗ (11⊗B)

idA⊗λ(B)ww

A⊗B

Here are some examples :

- C = Set or Top, ⊗ = ×, 11 is a singleton;

- C = Grp, ⊗ = ×, 11 = {1};

- C = RMod with R a commutative ring, ⊗ = ⊗R, 11 = R;

- C = Func(D ,D) with D a category, ⊗ = ◦, 11 = idD .
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A monoid in C is an object M of C together with two morphisms µ : M ⊗ M → M
(multiplication) and η : 11→M (unit), such that the two following diagrams commute :

M ⊗ (M ⊗M)
idM⊗µ//M ⊗M µ

//M

(M ⊗M)⊗M

α(M,M,M)

OO

µ⊗idM
//M ⊗M

µ

;;

and
M ⊗M

µ

((

11⊗M
λ(M)
��

η⊗idMoo

M ⊗ 11
ρ(M)

//

idM⊗η

OO

M

(We can also define morphisms of monoids, and monoids in C form a category.)

Examples :

- A monoid in (Set,×) is a monoid (in the usual sense).

- A monoid in (Top,×) is a topological monoid.

- If R is a commutative ring, a monoid in (RMod,⊗) is a R-algebra. (In particular, a
monoid in (Ab,⊗Z) is a ring.)

- A monoid in (Func(D ,D), ◦) is called a monad on D .

(a). Let Mon be the category of (usual) monoids. It is a monoidal category, with the monoidal
functor given by × and the unit object {1}. If (M,µ, η) is a monoid in Mon, show that
M is a commutative monoid and µ is equal to the multiplication of M .

(b). Let F : C → D and G : D → C be two functors such that (F,G) is a pair of adjoint
functors, and let ε : F ◦ G → idD and η : idC → G ◦ F be the counit and unit of
the adjunction. Define a morphism of functors µ : (G ◦ F ) ◦ (G ◦ F ) → G ◦ F by
µ(X) = G(ε(F (X))) : G(F ◦ G(F (X))) → G(F (X)). Show that (G ◦ F, µ, η) is a
monad on C .

Solution.

(a). We denote the monoid operation of M by (a, b) 7−→ a · b and its unit element by 1. We
also denote the map µ : M2 → M by (a, b) 7−→ a ∗ b. The fact that µ is a morphism of
monoids says that, for all a, b, c, d ∈M , we have

(*) (a ∗ b) · (c ∗ d) = (a · c) ∗ (b · d).

As η : {1} →M is a morphism of monoids, it sends 1 to 1 ∈M , so · and ∗ have the same
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unit. 3 So, if a, d ∈M , we have

a · d = (a ∗ 1) · (1 ∗ d) = (a · 1) ∗ (1 · d) = a ∗ d,

and also
a · d = (1 ∗ a) · (d ∗ 1) = (1 · d) ∗ (a · 1) = d ∗ a.

This proves both statements. 4

(b). Note that the operations (·) ◦ idC and idC ◦ (·) are the identity functor of the category
Func(C ,C ), so the functorial isomorphisms ρ and λ are just the identity in that case;
similarly, as (H ◦ H ′) ◦ H ′′ = H ◦ (H ′ ◦ H ′′) for any H,H ′, H ′′ ∈ Func(C ,C ), the
functorial isomorphism α is also the identity. So we have three things to prove :

(1) µ ◦ (idG◦F ⊗ η) = idG◦F ;

(2) µ ◦ (η ⊗ idG◦F ) = idG◦F ;

(3) µ ◦ (µ⊗ idG◦F ) = µ ◦ (idG◦F ⊗ µ).

To prove (1), we note that, by definition of ⊗ and µ, for every X ∈ Ob(C ), the left-hand
side of (1) applied to X is the image by G of the composition

F (X)
F (η(X))

// F (G(F (X)))
ε(F (X))

// F (X) .

So (1) follows from the first statement of Proposition I.4.4 . The proof of (2) is similar :
by definition of ⊗ and µ, for every X ∈ Ob(C ), the left-hand side of (2) applied to X is
the composition

G(F (X))
η(G(F (X)))

// G(F (G(F (X))))
G(ε(F (X)))

// G(F (X)) ,

and we can apply the second statement of Proposition I.4.4 .

It remains to prove (3). Let X ∈ Ob(C ). Then, when applied to X , the square

(G ◦ F ) ◦ (G ◦ F ) ◦ (G ◦ F )
µ⊗idG◦F //

idG◦F⊗µ
��

(G ◦ F ) ◦ (G ◦ F )

µ

��

(G ◦ F ) ◦ (G ◦ F ) µ
// (G ◦ F )

becomes

(*) G(F (G(F (G(F (X))))))
G(ε(F (G(F (X)))))

//

G(F (G(ε(F (X)))))

��

G(F (G(F (X))))

G(ε(F (X)))

��

G(F (G(F (X))))
G(ε(F (X)))

// G(F (X))

3This would be automatic even if we did not assume that η is a morphism of monoids : Let e be the unit of ∗. Then
1 = 1 · 1 = (e ∗ 1) · (1 ∗ e) = (e · 1) ∗ (1 · e) = e ∗ e = e.

4Note that we did not use the associativity of · and ∗. In fact, we could deduce the associativity of · and ∗ from
property (*).
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Let Y = F (X) and u = ε(Y ) : F (G(Y )) → Y . As ε : F ◦ G → idD is a morphism of
functors, the following square is commutative

F (G(F (G(Y ))))
ε(F (G(Y )))

//

F (G(u))

��

F (G(Y ))

u

��

F (G(Y ))
ε(Y )

// Y

Applying the functor F to this square, we recover the square (*), so (*) is also commuta-
tive.

�

A.2.2 Geometric realization of a simplicial set

Remember that the simplicial category ∆ is the subcategory of Set whose objects are the
sets [n] = {0, 1, . . . , n}, for n ∈ N, and whose morphisms are nondecreasing maps
(where we put the usual order on [n]). The category of simplicial sets sSet is defined by
sSet = PSh(∆) = Func(∆op,Set); if X is a simplicial set, we write Xn for X([n]) and
α∗ : Xm → Xn for X(α) : X([m]) → X([n]) (if α : [n] → [m] is a nondecreasing map). The
standard n-simplex ∆ is the simplicial set represented by [n], i.e. Hom∆(·, [n]).

(a). Let C be a category and F : C op → Set be a presheaf on C . We consider the category
C /F whose objects are pairs (X, x), with X ∈ Ob(C ) and x ∈ F (X), and such that a
morphism (X, x) → (Y, y) is a morphism f : X → Y in C with F (f)(y) = x. Note
that we have an obvious faithful functor GF : C /F → C (forgetting the second entry in a
pair), so we get a functor hC ◦GF : C /F → PSh(C ).

(i) When does C /F have a terminal object ?

(ii) Show that lim−→(hC ◦GF ) = F . (Hint : Use the second entries of the pairs to construct
a morphism from lim−→(hC ◦GF ) to F .) 5

For every n ∈ N, let |∆n| = {(x0, . . . , xn) ∈ [0, 1]n+1 | x0 + . . . + xn = 1} with
the subspace topology. If f : [n] → [m] is a map, we define |f | : |∆n| → |∆m| by
|f |(x0, . . . , xn) = (

∑
i∈f−1(j) xi)0≤j≤m. (With the convention that an empty sum is equal to

0.) Consider the functor |.| : ∆→ Top sending [n] to |∆n| and f : [n]→ [m] to |f |.

Let X be a simplicial set, and consider the functor GX : ∆/X → ∆ of (a). The geometric
realization of X is by definition the topological space |X| = lim−→(|.| ◦GX).

(b). Show that this construction upgrades to a functor |.| : sSet→ Top. 6

5So every presheaf is a colimit of representable presheaves.
6This functor is called the left Kan extension of |.| : ∆→ Top along the Yoneda embedding ∆→ sSet.
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(c). Show that, if X is ∆n, then |X| = |∆n|.

(d). Give a simplicial set whose geometric realization is
{(x0, x1, x2) ∈ [0, 1]2 | x0 = 0 or x2 = 0}. (Hint: why are the horns called
horns ?)

(e). Consider the functor Sing : Top → sSet given by
Sing(X) = HomTop(|.|, X) : ∆op → Set. (That is, if X is a topological space,
then Sing(X) is the simplicial set such that Sing(X)n is the set of continuous maps from
|∆n| to X , and, if f : [n] → [m] is nondecreasing, then f ∗ : Sing(X)m → Sing(X)n
sends a continuous map u : |∆m| → X to u ◦ |f |.) The simplicial set Sing(X) is called
the singular simplicial complex of X of X .

Show that (|.|, Sing) is a pair of adjoint functors.

Solution.

(a). (i) Suppose that (X, x) is a terminal object of C /F . Let Y be an object of C , and con-
sider the map φ : HomC (Y,X) → F (Y ) sending f : Y → X to F (f)(x) ∈ F (Y ).
(Remember that F is a contravariant functor on C .) We claim that φ is bijective.
Indeed, if f, g : Y → X are two morphisms such that F (f)(x) = F (g)(x), then they
define morphisms from (Y, F (f)(x)) to (X, x) in the category C /F , hence must be
equal; so φ is injective. Also, if y ∈ F (Y ), then (Y, y) is an object of C /F , so there
exists a morphism h : (Y, y)→ (X, x) in C /F , that is, a morphism h : Y → X in C
such that F (h)(x) = y; so φ is surjective.

This proves that a terminal object in C /F is exactly a pair representing the functor
F , so such a terminal object exists if and only if F is representable.

(ii) IfX ∈ Ob(C ) and x ∈ F (X), then, by the Yoneda lemma, there is unique morphism
ux : hX → F in PSh(C ) such that ux(X)(idX) = x. We claim that the family of
these morphisms defines a cone under hC ◦GF with nadir F . This claim means that,
for any two objects (X, x) and (Y, y) in C /F and any morphism f : (X, x)→ (Y, y),
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the following diagram commutes :

hX
hf
//

ux
��

hY

uy
}}

F

As the morphism uy ◦ hf : hX → F sends idX ∈ hX(X) to
uy(X)(f ◦ idX) = F (f)(y) = F (x) = ux(X)(idX), we have uy ◦ hf = ux by
the Yoneda lemma, so the diagram commutes, as desired.

By the universal property of the colimit, this gives a morphism φ : lim−→(hC ◦GF )→ F
in PSh(C ).

Now we show that φ is an isomorphism. Let F ′ = lim−→(hC ◦ GF ). This is a colimit
in the category of presheaves on C , so we can use Proposition I.5.3.1 to compute
it. Let Z be an object of C . Then F ′(Z) = lim−→(X,x)∈Ob(C /F )

HomC (Z,X), and the
map φ(Z) : F ′(Z) → F (Z) sends a morphism f : Z → X to F (f)(x) ∈ F (Z).
If z ∈ F (Z), then (Z, z) is an object of C /F , and φ(Z)(idZ) = z; this shows that
φ(Z) is surjective. Let (X, x) and (Y, y) be two objects of C /F , let f : Z → X
and g : Z → Y be morphisms of C , and suppose that F (f)(x) = F (g)(y). Let
z = F (f)(x). Then (Z, z) is an object of C /F , the morphisms f and g induce
morphisms (Z, z)→ (X, x) and (Z, z)→ (Y, y) in C /F , and, in the square

HomC (Z,Z)
HomC (Z,f)

//

HomC (Z,g)

��

HomC (Z,X)

φ(Z)

��

HomC (Z, Y )
φ(Z)

// F (Z)

the element idZ of HomC (Z,Z) is sent to the same element z of Z by both paths. So
the images of f and g in F ′(Z) are equal, which proves that φ(Z) is injective.

(b). For X a simplicial set, we set

L(X) =
∐
n∈N

∐
x∈Xn

|∆n|,

so that |X| is the quotient of L(X) by the equivalence relation∼ of Theorem I.5.2.1 , with
the quotient topology. If f : X → Y is a morphism of simplicial sets, we denote by L(f)
a continuous map L(X)→ L(Y ) that, for each n ∈ N and each x ∈ Xn, sends the compo-
nent |∆n| of L(X) corresponding to (n, x) to the component |∆n| of L(Y ) corresponding
to (n, fn(x)) by id|∆n|. This clearly defines a functor L : sSet → Top. To show that |.|
upgrades to a functor, it suffices to show that, for every morphism f : X → Y in sSet,

the map f ′ : L(X)
L(f)→ L(Y ) → |Y | factors through the quotient map L(X) → |X|.
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Fix f , let n,m ∈ N, x ∈ Xn, y ∈ Xm, s ∈ |∆n| and t ∈ |∆m| such that the im-
ages of (n, x, s), (m, y, t) ∈ L(X) in |X| are equal; we want to show that the images of
(n, fn(x), s), (m, fm(y), t) ∈ L(Y ) in |Y | are also equal. We may assume that there exists
α : [n]→ [m] such that x = α∗(y) and t = |α|(s). Then fn(x) = fn(α∗(y)) = α∗(fm(y)),
so (n, fn(x), s) and (m, fm(y), t) have the same image in |Y |.

(c). By (a)(i), the category ∆/∆n has a terminal object, which is ([n], id[n]). It follows imme-
diately from the definition of a cone under a functor that a cone (S, (um,x)m∈N,x∈∆n([m]))
under |.| ◦ G∆n is uniquely determined by the continuous map un,id[n]

: |∆n| → S, and
that this map can be arbitrary. In other words, the functor sending a topological space S to
the space of cones under |.| ◦ G∆n with nadir S is representable by |∆n|. This means that
|∆n| = lim−→(|.| ◦G∆n) = |∆n|.

(d). Let’s take X = Λ2
1 (see problem A.1.9). The geometric relaization |X| is the quotient of∐

n∈N
∐

x∈Xn |∆n| by the equivalence relation ∼ of Theorem I.5.2.1 .

By definition, for every n ∈ N, the set Xn is the set of nondecreasing maps α : [n] → [2]
such that {0, 2} 6⊂ Im(α). In particular, such a map always factors as α = β ◦ γ with
γ : [n] → [1] and β : [1] → [2] two nondecreasing maps such that β ∈ X1, so α = γ∗(β),
so, for every s ∈ |∆n|, we have (n, α, s) ∼ (1, β, |γ|(s)). This means that |X| is homeo-
morphic to the quotient of

∐
n∈{0,1}

∐
x∈Xn |∆n| by the relation of ∼.

For every i ∈ [2], let αi : [0] → [2] be the map 0 7−→ i, and δi : [1] → [2] be the unique
increasing map such that Im(δi) = [2] − {i}. Let β be the unique map from [1] to [0].
Then X0 = {α0, α1, α2} and X1 = {δ0, δ2, α0 ◦ β, α1 ◦ β, α2 ◦ β}. Also, for every i ∈ [2]
and every s ∈ |∆1|, we have (1, αi ◦ β, s) ∼ (0, αi, |β|(s)). So |X| is the quotient of the
disjoint union of three points corresponding to α0, α1, α2, say 0, 1 and 2, and of two line
segments (homeomorphic to [0, 1]) corresponding to δ0, δ2, say I0 and I2, by the restriction
of ∼. It is easy to see that this equivalence relation identifies the two extremities of I0

(resp. I2) with 1 and 2 (resp. 0 and 1), so |X| is homeomorphic to the space of the figure.

(e). Let X be a simplicial set and Y be a topological space. By definition, we have
|X| = lim−→∆/X

(|.| ◦GX), so, by Proposition I.5.3.2 , we have an isomorphism

HomTop(|X|, Y ) ' lim←−
(n,x)∈Ob((∆/X)op)

HomTop(|∆n|, Y ) = lim←−
(n,x)∈Ob((∆/X)op)

Sing(Y )n.

Also, by question (a)(ii), we have X = lim−→∆/X
GX , so, by the same proposition, we have

HomsSet(X, Sing(Y )) ' lim←−
(n,x)∈Ob((∆/X)op)

HomsSet(∆n, Sing(Y )) ' lim←−
(n,x)∈Ob((∆/X)op)

Sing(Y )n

(the last isomorphism comes from the Yoneda lemma). So we get an isomorphism

HomTop(|X|, Y ) ' HomsSet(X, Sing(Y )),

and checking that it is an isomorphism of functors is straightforward.

� m
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A.2.3 Yoneda embedding and colimits

Let k be a field, and let C be the category of k-vector spaces.

(a). For every n ∈ N, let k[x]≤n be the vector space of polynomials of degree ≤ n in k[x].
Using the inclusions k[x]≤n ⊂ k[x]≤m for n ≤ m, we get a functor F : N → C ,
n 7−→ k[x]≤n. Show that lim−→F = k[x].

(b). Show that hC : C → PSh(C ) does not commute with all colimits.

Solution.

(a). Note that the colimit is filtrant, because N is a directed poset. By an easy analogue Proposi-
tion I.5.6.2 to conclude that the lim−→F is the quotient of

⊕
n∈N k[x]≤n by the subspace gen-

erated by the images of all the maps um,i : k[x]≤m →
⊕

n∈N k[x]≤n sending f ∈ k[x]≤m
to (f,−f), where the first entry is in the summand k[x]≤m and the second entry is in
the summand k[x]≤m+i, for every m ∈ N and every i ≥ 1. 7 So the sum map from⊕

n∈N k[x]≤n → k[x] (sending a family (f0, f1, . . .) with finite support to f0 + f1 + . . .)
factors through lim−→F and induces an isomorphism lim−→F

∼→ k[x].

(b). Let V = k[x]. We have seen in (a) that V = lim−→n∈N k[x]≤n, so we get a morphism of
presheaves u : lim−→n∈N hk[x]≤n → hV . If W is a k-vector space, u(W ) is the map from
(lim−→n∈N hk[x]≤n)(W ) = lim−→n∈N Homk(W, k[x]≤n) to Homk(W,V ) induced by the obvious
injections Homk(W,k[x]≤n) ⊂ Homk(W,V ). So the image of u(W ) is the set of k-linear
maps from W to V whose image is contained in one of the subspaces k[x]≤n of V . In
particular, idV ∈ hV (V ) is not in the image of u(V ), so u is not an isomorphism.

�

A.2.4 Filtrant colimits of modules

Let R be a ring, let I be a filtrant category and let F : I → RMod be a functor. For every
i ∈ Ob(I ), we write Mi = F (i). Let ∼ be the equivalence relation on

∐
i∈Ob(I ) Mi defined

in Proposition I.5.6.2 of the notes; so (i, x) ∼ (j, y) if there exist morphisms α : i → k and
β : j → k in I such that F (α)(x) = F (β)(y)). Let M =

∐
i∈Ob(I ) Mi/ ∼; this is the colimit

of the composition I
F→ RMod

For→ Set. Denote by qi : Mi →M the obvious maps.

Show that there exists a unique structure of leftR-module onM such that all the qi areR-linear
maps, and that this structure makes (M, (qi)) into a colimit of F .

Solution. Let X =
∐

i∈IMi. If (i,m) and (i, n) are elements of X such that (i,m) ∼ (j, n), and

7 We could also use problem A.2.4 to calculate the colimit.
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if a ∈ R, then (i,m) ∼ (j, n) (because the maps F (α) are all R-linear). So the action of R by
left multiplication on X descends to an action on M . Now let (i1,m1) and (i2,m2) be elements
of X . Choose morphisms α1 : i1 → j and α2 : i2 → i in I . Then (i1,m1) ∼ (i, F (α1)(m1))
and (i2,m2) ∼ (i, F (α1)(m2)), so, if M has a structure of abelian group such that the map
Mi → M is additive, this forces the image of (i, F (α1)(m1) + F (α2)(m2)) in M to be the sum
of the images of (i1,m1) and (i2,m2) in M . We must check that this definition of addition does
not depend on the choices, so we take (j1, n1), (j2, n2) ∈ X such that (j1, n1) ∼ (i1,m1) and
(j2, n2) ∼ (i2,m2). Choose morphisms α′1 : j1 → j and α′2 : j2 → j. We want to check
that (i, F (α1)(m1) + F (α2)(m2)) ∼ (j, F (α′1)(n1) + F (α′2)(n2)). The hypothesis on (j1, n1)
and (j2, n2) means that there exist morphisms β1 : i1 → k1, γ1 : j1 → k1, β2 : i2 → k2 and
γ2 : j2 → k2 in I such that F (β1)(m1) = F (γ1)(n1) and F (β2)(m2) = F (γ2)(n2). As I is
filtrant, we can find an object l of I and morphisms δ : i → l, δ1 : k1 → l, δ2 : k2 → l and
δ′ : j → l, and then we can find a morphism ε : l→ l′ such that

ε ◦ δ ◦ α1 = ε ◦ δ1 ◦ β1 : i1 → l′,

ε ◦ δ ◦ α2 = ε ◦ δ2 ◦ β2 : i2 → l′,

ε ◦ δ′ ◦ α′1 = ε ◦ δ1 ◦ γ1 : j1 → l′,

and
ε ◦ δ′ ◦ α′2 = ε ◦ δ2 ◦ γ2 : i1 → l′.

Then

(l′, F (ε ◦ δ)(F (α1)(m1) + F (α2)(m2))) = (l′, F (ε)(F (δ1 ◦ β1)(m1) + F (δ2 ◦ β2)(m2)))

= (l′, F (ε)(F (δ1 ◦ γ1)(n1) + F (δ2 ◦ γ2)(n2)))

= (l′, F (ε ◦ δ′)(F (α′1)(n1) + F (α′2)(n2))),

which implies that (i, F (α1)(m1) + F (α2)(m2)) ∼ (j, F (α′1)(n1) + F (α′2)(n2)).

The fact that these two operations define a left R-module structure no M follows easily from
their definition and from the fact that the Mi are left R-modules.

The obvious R-module maps qi : Mi → M define a cone under F with apex M in the
category RMod. Let (N, (vi)I∈Ob(I )) be another cone under F in RMod. In particular, this
defines a cone under For ◦ F in Set, where For : RMod → Set is the forgetful functor.
So there is a unique map f : M → N such that f ◦ qi = vi for every i ∈ Ob(I ). We
need to show that f is R-linear. Let x1, x2 ∈ M and a ∈ R. We choose elements (i1,m1)
and (i2,m2) of

∐
i∈Ob(I ) Mi representing x1 and x2; as we have seen in the definition of

the addition on M , we may assume that i1 = i2. Then ax1 is represented by (i1, am1), so
f(ax1) = vi1(am1) = avi1(m1) = af(x1), and x1 + x2 is represented by (i1,m1 + m2), so
f(x1 + x2) = vi1(m1 +m2) = vi1(m1) + vi1(m2) = f(x1) + f(x2).

�
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A.2.5 Filtrant colimits are exact

Let R be a ring and I be a filtrant category. Show that the functor
lim−→ : Func(I , RMod)→ RMod is exact, i.e. that if u : F → G and v : G→ H are morphism

of functors from I to RMod such that the sequence 0 → F (i)
u(i)→ G(i)

v(i)→ H(i) → 0 is

exact for every i ∈ Ob(I ), then the sequence 0 → lim−→F
lim−→u

→ lim−→G
lim−→ v

→ lim−→H → 0 is exact.

(Remember that we say that a sequence of R-modules 0 → M
f→ N

g→ P → 0 is exact if
Ker f = 0, Ker g = Im f and Im g = P .)

Solution. First we note that, if f : M → N is a morphism of RMod, then Ker(f) = Ker(f, 0)
is a finite limit in RMod and Coker(f) = Coker(f, 0) is a (finite colimit). Also, we have
Im(f) = Ker(Coker(f)), and so Im(f) = N if and only if Coker(f) = 0.

By Subsection I.5.4.1 and Corollary I.5.6.5 , we have (with the notation of the problem)

Ker(lim−→u) = lim−→
i∈Ob(I )

Ker(u(i)) = lim−→
i∈Ob(I )

0 = 0

and
Coker(lim−→ v) = lim−→

i∈Ob(I )

Ker(v(i)) = lim−→
i∈Ob(I )

0 = 0.

Also,
Coker(lim−→u) = lim−→

i∈Ob(I )

Coker(u(i)),

so

Im(lim−→u) = Ker(Coker(lim−→u)) = lim−→
i∈Ob(I )

Ker(Coker(u(i)))

= lim−→
i∈Ob(I )

Im(u(i))

= lim−→
i∈Ob(I )

Ker(v(i))

= Ker(lim−→ v).

�

A.2.6 Objects of finite type and of finite presentation

Let C a category that admits all filtrant colimits (indexed by small enough categories). An object
X of C is called of finite type (resp. of finite presentation or compact) if, for every filtrant
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category I and every functor F : I → C , the canonical map

lim−→
i∈Ob(I )

HomC (X,F (i))→ HomC (X, lim−→F )

(see the beginning of Subsection I.5.4.2 of the notes) is injective (resp. bijective).

(a). Let R be a ring and M be a left R-module.

(i) If M is free of finite type as a R-module, show that it is of finite presentation as an
object of RMod.

(ii) If M is of finite type (resp. of finite presentation) as a R-module, show that it is of
finite type (resp. of finite presentation) as an object of RMod.

(iii) Let I the poset of R-submodules of M that are of finite type, ordered by inclu-
sion, and let F : I → RMod be the functor sending N ⊂ M to M/N ; if
N ⊂ N ′ ⊂ M , we send the unique morphism N → N ′ in I to the canonical
projection M/Ncat→M/N ′. Show that lim−→F = 0.

(iv) If M is of finite type (resp. of finite presentation) as an object of RMod, show that it
is of finite type (resp. of finite presentation) as an R-module.

(b). Let R be a commutative ring and S be a commutative R-algebra. Show that S is finitely
presented as anR-algebra if and only if it is of finite presentation as an object ofR−CAlg.

(c). (i) If X is a finite set with the discrete topology, show that X is of finite presentation as
an object of Top.

(ii) Let X be a topological space. Let I be the poset of finite sets of X ordered by
inclusion; wee see I as a subcategory of Top (we use the subset topology on each
finite Y ⊂ X), and we denote by F : I → Top the inclusion functor. Show that
X = lim−→F if the topology on X is the indiscrete (= coarse) topology.

(iii) Let X be a topological space. If X is of finite presentation as an object of Top, show
that it is finite.

(iv) For n ∈ N, let Xn = N≥n × {0, 1}, with the topology for which the open subsets
are ∅ and (N≥m × {0}) ∪ (N≥n × {1}), for m ≥ n. Define fn : Xn → Xn+1

by fn(n, a) = (n + 1, a) and fn(m, a) = (m, a) if m > n. Show that the Xn are
topological spaces and that the maps fn are continuous.

(v) Show that lim−→n∈NXn is {0, 1} with the indiscrete topology. By lim−→n∈NXn, we
mean the colimit of the functor F : N → Top such that F (n) = Xn and that,
for each non-identity morphism α : n → m in N, that is, for n < m in N,
F (α) = fm−1 ◦ fm−2 ◦ . . . ◦ fn : Xn → Xm.

(vi) Let X be a topological space. If X is of finite presentation as an object of Top, show
that X is finite and has the discrete topology.
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(d). Let X be a topological space, and let Open(X) be the set of open subsets of X , ordered
by inclusion. Show that X is compact if and only if X is of finite presentation as an object
of Open(X).

Solution.

(a). (i) We can deduce this from the facts that :

- HomR(R,N) = N for every left R-module N (so R is of finite presentation as
an object of RMod);

- HomR(M1 ⊕M2, ·) = HomR(M1, ·) ⊕ HomR(M2, ·) (so the direct sum of two
objects of RMod of finite type (resp. of finite presentation) is also of finite type
(resp. of finite presentation)).

Alternately, here is a very categorical way to answer the question. Let (F,G) be a
pair of adjoint functors, with F : C → D and G : D → C . Suppose that all filtrant
colimits exist in C and D and that G commutes with filtrant colimits. Then we claim
that F sends objects of finite presentation in C to objects of finite presentation in D .
Indeed, let X ∈ Ob(C ). Then, for every functor α : I → D , with I filtrant, we
have a commutative diagram :

lim−→i∈Ob(I )
HomD(F (X), α(i)) ∼ //

��

lim−→i∈Ob(I )
HomC (X,G(α(i)))

��

HomD(F (X), lim−→α) ∼
// HomC (X,G(lim−→α)) ∼

// HomC (X, lim−→(G ◦ α))

If X is of finite presentation, then the rigth vertical morphism is an isomorphism, so
the left vertical morphism also is.

We apply this to the pair of adjoint functors (Φ,For), where For : RMod → Set is
the forgetful functor and Φ : Set → RMod sends a set X to the free left R-module
on X . The fact that For commutes with filtrant colimits is Corollary I.5.6.3 . So it
suffices to prove that finite sets are objects of finite presentation in Set. This follows
from the fact that HomSet(X, ·) = (·)X for every setX , and from Proposition I.5.6.4.
(It is also easy to see directly.)

(ii) Suppose that M is of finite type. Then we have an exact sequence
0 → P → N → M → 0, with N free of finite type. Let F : I → RMod be
a functor, with I filtrant. By problem A.2.5 and the exactness properties of HomR,
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we have a commutative diagram with exact columns :

(*) 0

��

0

��

lim−→i∈Ob(I )
HomR(M,F (i))

��

(1)
// HomR(M, lim−→F )

��

lim−→i∈Ob(I )
HomR(N,F (i))

��

(2)
// HomR(N, lim−→F )

��

lim−→i∈Ob(I )
HomR(P, F (i))

(3)
// HomR(P, lim−→F )

By question (i), the arrow labeled (2) is an isomorphism, so the arrow labeled (1) is
injective, which is what we wanted to prove.

Now assume that M is of finite presentation. Then we have an exact sequence
0 → P → N → M → 0, with N free of finite type and P of finite type. So, if
we write the diagram (*) again, the arrow labeled (2) is an isomorphism by (i), and
the arrow labeled (3) is injective by the previous paragraph. This implies that the
arrow labeled (1) is an isomorphism,8 which is what we wanted.

(iii) Note that I is a filtrant category, because it comes from a directed poset. (If N and
N ′ are two submodules of finite type of M , then they are both contained in N + N ′,
which is also of finite type.) So we can use problem A.2.4 to calculate lim−→F . Let
x ∈ lim−→F , and let (N,m) be an element of

∐
N∈Ob(I )(M/N) representing it (so N

is a submodule of M of finite type, and m ∈ M/N ). Then there exists a submodule
N ′ of M of finite type such that N ⊂ N ′ and that the image of m in M/N ′ is 0
(just take the submodule N ′ generated by N and by a preimage of m in M ), so
(N,m) ∼ (N ′, 0) in

∐
N∈Ob(I )(M/N), and so x = 0. This shows that lim−→F = 0.

(iv) Suppose that M is of finite type as an object of RMod. Using the functor
F : I → RMod of (iii), we see that the canonical morphism

lim−→
N∈Ob(I )

HomR(M,M/N)→ HomR(M, 0) = 0

is injective, which means that lim−→N∈Ob(I )
HomR(M,M/N) = 0.

Consider idM ∈ HomR(M,M/0). Its image in the filtrant colimit
lim−→N∈Ob(I )

HomR(M,M/N) is 0, so there exists a morphism 0 → N in I

(that is, an object N of I ) such that the image of idM in HomR(M,M/N) is 0.
In other words, there exists a submodule N of M of finite type such that M = N ,
which means that M is of finite type.

8By the 4 lemma in the category Ab, which I am assuming that you have seen in a previous class. This also
follows from an easy diagram chase.
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Now suppose that M is of finite presentation as an object of RMod. By the pre-
vious paragraph, M is a R-module of finite type, so there exists an exact sequence
0 → P → N → M → 0 with N a free R-module of finite type. We want to
show that the R-module P is also of finite type. As in (iii), we consider the cate-
gory I associated to the poset of finite type R-submodules of P , and the functor
F.G : I → RMod defined by F (Q) = P/Q and G(Q) = N/Q. For every
Q ∈ Ob(I ), we have an exact sequence 0 → F (Q) → G(Q) → N/P → 0. Using
problem A.2.5 and (iii), we get an exact sequence 0 → 0 → lim−→G → N/P → 0.
In other words, the canonical morphism lim−→Q∈Ob(I )

N/Q → N/P (induced by the
projections N/Q → N/P , for Q ⊂ P ) is an isomorphism. Using the isomorphism
N/P

∼→ M , we get an isomorphism f : M
∼→ lim−→Q∈Ob(I )

N/Q. As M is of fi-
nite presentation as an object of RMod, there exists Q ∈ Ob(I ) and a morphism
g : M → N/Q such that f is the composition M

f→ N/Q → N/P , where the
second map is the canonical projection. This implies that the kernel of the morphism
N →M is contained in Q, hence that P = Q is of finite type.

(b). First we show that polynomial rings over R on finitely many indeterminates are of finite
presentation as objects of R −CAlg. For this, we apply the second proof of (a)(i) to the
pair of adjoint functors (Φ,For), where For : R−CAlg→ Set is the forgetful functor and
Φ : Set→ R−CAlg sends a set X to the free commutative R-algebra on X , that is, the
polynomial ring R[X]. We already know that finite sets are objects of finite presentation
in Set. So it remains to check that For : R − CAlg → Set commutes with filtrant
colimits. The proof is exactly the same as for R-modules : using the procedure of problem
A.2.4, we show that, if F : I → R − CAlg is a functor with I filtrant, then there
is a unique R-algebra structure on lim−→(For ◦ F ) that makes all the canonical morphisms
F (i)→ lim−→(For◦F ) intoR-algebra morphisms, and that lim−→(For◦F ) with thisR-algebra
structure satisfies the universal property characterizing the colimit of F . (We already know
how to define the addition and the action of R, and we define the multiplication using the
same trick as for the addition. See the solution of problem A.2.4.)

Let S be a commutative finitely presented R-algebra. We show that S is of fi-
nite presentation as an object of R − CAlg. Choose a surjective R-algebra mor-
phism f : S0 := R[x1, . . . , xn] → S whose kernel is finitely generated; write
Ker(f) = (a1, . . . , am) with a1, . . . , am ∈ S0, and let g : S1 := R[y1, . . . , ym] → S0

be the unique R-algebra morphisms such that g(yj) = aj for 1 ≤ j ≤ m. For any commu-
tative R-algebra T , we denote by eT : S1 → T the unique R-algebra morphism sending
every yj to 0. Then, if T is a commutative R-algebra, we have a sequence of maps

HomR−CAlg(S, T )
uT→ HomR−CAlg(S0, T )

vT→ HomR−CAlg(S1, T ),

where uT (h) = h ◦ f and vT (h′) = h′ ◦ g. As f : S0 → S is surjective, the map
uT is injective. As the image of g : S1 → S0 generates the ideal Ker(f), a morphism
h′ : S0 → T factors as S0

f→ S
h→ T if and only if it is zero on the image of g; in other

words, the image of uT is exactly the set of h′ ∈ HomR−CAlg(S0, T ) such that vT (h′) = eT .
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In other words. we have just proved that the map uT identifies the set HomR−CAlg(S, T )
with the fiber product of the diagram :

HomR−CAlg(S0, T )

vT
��

{eT} // HomR−CAlg(S1, T )

Let ∗ : R −CAlg → Set be the functor sending T to the singleton {eT}. The inclusion
{eT} ⊂ HomR−CAlg(S1, T ) defines a morphism of functors e : ∗ → HomR−CAlg(S1, ·).
Note also that uT and vT define morphisms of functors u and v. So u identifies the functor
HomR−CAlg(S0, ·) with the fiber product of the diagram

HomR−CAlg(S0, ·)
v

��

∗ e
// HomR−CAlg(S1, ·)

(in the category Func(R − CAlg,Set)). As the three functors in this diagram commute
with filtrant colimits by the first paragraph, as filtrant colimits commute with finite lim-
its in Set (Proposition I.5.6.4), the functor HomR−CAlg(S, ·) also commutes with filtrant
colimits.

It remains to show that a commutative R-algebra S that is of finite presentation as an
object of R − CAlg is a finitely presented R-algebra. First, consider the poset I
of finitely generated sub-R-algebras S ′ ⊂ S, seen as a category, and the obvious (in-
clusion) functor from I to R − CAlg. The category I is clearly filtrant (because
the union of two finitely generated subslalgebras of S is contained in a finitely gener-
ated subalgebra), and lim−→F = S because we saw in the first paragraph that the for-
getful functor R − CAlg → Set commutes with filtrant colimits. So the canonical
map lim−→S′∈Ob(I )

HomR−CAlg(S, S ′) → HomR−CAlg(S, S) is bijective, which implies
that there exists a finitely generated subalgebra S ′ of S such that the identity of S fac-
tors through the inclusion S ′ ⊂ S, i.e. such that S ′ = S. So S is a finitely gen-
erated R-algebra. We write S = R[x1, . . . , xn]/I , with I an ideal of R[x1, . . . , xn].
Let I ′ be the poset of finite generated ideals J ⊂ I , seen as category; again, this is
a clearly a filtrant category. Define a functor G : I ′ → R − CAlg by sending J
to R[x1, . . . , xn]/J . For every J ∈ Ob(I ′), let uJ : G(J) = R[x1, . . . , xn] → S
be the quotient morphism. Then (S, (uJ)) is a cone under G, and we claim that it is
a colimit of G. Indeed, let (T, (vJ)) be another cone under G. In particular, all the
morphisms R[x1, . . . , xn] → R[x1, . . . , xn]/J

vJ→ T are equal, so we get a morphism
f : R[x1, . . . , xn] → T . Also, Ker(f) contains every finitely generated subideal of I , so
it contains every element of I , so I ⊂ Ker(f), so f factors as R[x1, . . . , xn] → S

g→ T .
The morphism g is clearly a morphism of cones, and it is the only possible morphism of
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cones from (S, (uJ)) to (T, (vj)) because all the maps uJ are surjective. As S is of finite
presentation as an object of R−CAlg, the canonical map

lim−→
J∈Ob(I ′)

HomR−CAlg(S,R[x1, . . . , xn]/J)→ HomR−CAlg(S, S)

is bijective. In particular, there exists a finitely generated ideal J ⊂ I such that the identity
morphism of S factors as S → R[x1, . . . , xn]/J → S, where the second map is the
quotient map; this forces J and I to be equal, so I is a finitely generated ideal, and so S is
a finitely presented R-algebra.

(c). (i) As in (a)(i), we can do this directly or categorically. If we do it directly, we use
the fact that a singleton is clearly of finite presentation in Top, and that a finite
discrete set is a finite coproduct of singletons in Top. If we do it categorically, we
apply the fact that we proved in (a)(i) to the pair of adjoitn functors (F,For), where
For : Top → Set is the forgetful functor (which preserves all colimits by Section
I.5.5.1 ) and F is its left adjoint, i.e. the functor that sends a set X to itself with the
discrete topology (Example I.4.8). Then the result follows from the fact that a finite
set is of finite presentation as an object of Set, which we proved in (a)(i).

(ii) Let For : Top → Set be the forgetful functor. It is easy to see that
For(X) = lim−→(For ◦ F ) (this just says that X is the union of all its finite subsets).
We use this to identify X and lim−→F as sets. Then X and lim−→F are isomorphic as
topological spaces if and only if the original topology on X coincides with the col-
imiit topology. Let U be a subset of X . It is open in the colimit topology if and only
U ∩ Y is open in Y for every finite subset Y of X (using the subset topology on Y ).
This is certainly true if X has the coarse topology. 9

(iii) Let X0 be the underlying set of X with the coarse topology. Then the identity map
i : X → X0 is continuous. As X is of finite presentation, question (ii) implies that i
factors through a finite subset of X , hence that X is finite.

(iv) Let n ∈ N, and let (mi)i∈I be a family of integers ≥ n. Then⋃
i∈I

(N≥mi × {0}) ∪ (N≥n × {1}) = (N≥infi∈I mi × {0}) ∪ (N≥n × {1})

with infi∈I mi ≥ n. Also, if I is finite, then⋂
i∈I

(N≥mi × {0}) ∪ (N≥n × {1}) = (N≥supi∈I mi × {0}) ∪ (N≥n × {1})

So the family of “open sets” of the statement does define a topology on N≥n×{0, 1}.

Let n ∈ N, and let m ≥ n+ 1. Then

f−1
n ((N≥m×{0})∪(N≥n+1×{1})) =

{
(N≥m × {0}) ∪ (N≥n × {1}) if m ≥ n+ 2
(N≥n × {0}) ∪ (N≥n × {0}) if m = n+ 1.

9It is also true if X has the discrete topology...
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So fn is continuous.

(v) We put the coarse topology on {0, 1}. Then the second projections maps
Xn → {0, 1}, hence define a cone under the functor F . So we get a continuous
map f : lim−→n∈NXn → {0, 1}.

If a ∈ {0, 1}, then the image of (0, a) ∈ X0, so its image by the obvious map
X0 →

∐
n∈NXn → lim−→n∈NXn is a preimage of a by f . So f is surjective.

We prove that f is injective. Let (m, a) ∈ Xn and (m′, b) ∈ Xn′ , and suppose that
the images of (m, a) and (m′, b) by the maps Xn →

∐
i∈NXi → lim−→i∈NXi

f→ {0, 1}

and Xm →
∐

i∈NXi → lim−→i∈NXi
f→ {0, 1} are equal. We want to prove that

(m, a) and (m′, b) have the same image in lim−→i∈NXi. As the fi do not change the
second coordinate of elements of Xi, the assumption implies that a = b. If m > n,
then fm−1 ◦ . . . ◦ fn(m, a) = (m, a) ∈ Xm has the same image as (m, a) ∈ Xn in
lim−→i∈NXi; so we may assume that n = m. Similarly, we may assume that n′ = m′.
Up to switching n and n′, we may assume that n′ ≥ n. If n′ = n, we are done.
Otherwise, we have (n′, a) = fn′−1 ◦ . . . ◦ fn(n, a), so (n′, a) ∈ Xn′ and (n, a) ∈ Xn

have the same image in lim−→i∈NXi.

It remains to prove that f−1 is continuous. If it were not, this would mean that {0} or
{1} is open in lim−→i∈NXi. But the preimages of {0} and {1} by the continuous map
Xn → lim−→i∈NXi are N≥n × {0} and N≥n × {1} respectively, and these are not open
subsets of Xn. So neither {0} nor {1} is open in lim−→i∈NXi.

(vi) We already know that X is finite by (iii). Let U be a subset of X , and let
f : X → {0, 1} be the indicator map of U . Then f is continuous if we put the
coarse topology on {0, 1}, so, by the hypothesis on X and question (v), there exists
a continuous map X

g→ Xn such that f is the composition of g and of the second
projection Xn → {0, 1}. As X is finite, there exists m ≥ n such that, for every
x ∈ X , the first coordinate of g(x) ∈ N≥n × {0, 1} is < m. Then

U = g−1(N≥n × {1}) = g−1((N≥m × {0}) ∪ (N≥n × {1})).

As g is continuous, this proves that U is open in X . As U was an arbitrary subset of
X , this shows that the topology of X is discrete.

(d). Let U = (Ui)i∈I be a family of open subsets of X . Let II be the category associ-
ated to the poset of finite subsets of I , ordered by inclusions; then II is filtrant. Let
FU : II → Open(X) be the functor sending a finite subset J ⊂ I to

⋃
j∈J Uj; if

J ⊂ J ′, then the image by FU of the corresponding morphism of II is the inclusion⋃
j∈J Uj ⊂

⋃
j∈J ′ Uj . Then it is easy to see that lim−→FU =

⋃
i∈I Ui.

Suppose that X is finite presentation as an object of Open(X), and let U = (Ui)i∈I be an
open covering of X . Then the identity morphism X → lim−→FU comes from a morphism
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X →
⋃
j∈J Uj with J ∈ Ob(II), or, in other words, there exists a finite subset J of I such

that X ⊂
⋃
j∈J Uj . This means that X is compact.

Conversely, suppose that X is compact, and let F : I → Open(X) be a functor, with I
filtrant. LetU = lim−→F . We claim thatU =

⋃
i∈Ob(I ) F (i). For every i ∈ Ob(I ), we have

a morphism F (i) → U in Open(X), so F (i) ⊂ U . Conversely, let U ′ =
⋃
i∈Ob(I ) F (i).

Then we have a morphism F (i)→ U ′ in Open(X) for every i ∈ Ob(I ), and this defines
a cone under F with apex U ′, so the universal property of the colimit implies that we have
a morphism U → U ′ in Open(X), that is, that U ⊂ U ′.

Now we show that the map α : lim−→i∈Ob(I )
HomOpen(X)(X,F (i))→ HomOpen(X)(X,U) is

bijective. Note that, as all Hom sets in Open(X) are empty sets or singletons, and as I is
filtrant, the source of α has at most one element. If U 6= X , then HomOpen(X)(X,U) = ∅
and HomOpen(X)(X,F (i)) = ∅ for every i ∈ Ob(I ), so α is bijective. Suppose that
U = X; then HomOpen(X)(X,U) = {idX}, and we want to show that idX has a preimage
by α. This is equivalent to the fact that X = F (i) for some i ∈ Ob(I ). As X is compact
and as X = U =

⋃
i∈Ob(I ) F (i), we know that there exist i1, . . . , in ∈ Ob(I ) such that

X = F (i1)∪ . . .∪F (in). As I is filtrant, there exists j ∈ Ob(I ) and morphisms i1 → j,
. . . , in → j. So we have morphisms F (ir) → F (j) in Open(X) for 1 ≤ r ≤ n, that is,
F (j) contains F (i1), . . . , F (in); this implies that F (j) = X .

�

A.3 Problem set 3

A.3.1 Free preadditive and additive categories.

Remember that Cat is the category of category (the objects of Cat are categories, and the
morphisms of Cat are functors). Let PreAdd be the category whose objects are preaddi-
tive categories and whose morphisms are additive functors; let Add be the full subcategory
of PreAdd whose objects are additive categories. We have a (faithful) forgetful functor
For : PreAdd→ Cat; we also denote the inclusion functor from Add to PreAdd by F .

(a). Show that For has a left adjoint, that we will denote by C 7−→ Z[C ].

(b). Show that F has a left adjoint, that we will denote by C 7−→ C ⊕. (Hint : If C is pread-
ditive, consider the category C ⊕ whose objects are 0 and finite sequences (X1, . . . , Xn) of
objects of C , where a morphism from (X1, . . . , Xn) to (Y1, . . . , Ym) is a m× n matrix of
morphisms Xi → Yj , and where the only from 0 to any object and from any object to 0 is
0.)

Solution. One subtlety is that the categories Cat, PreAdd and Add are actually 2-categories,
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so the Homs in these categories are themselves categories, and it is not reasonable in general to
expect the adjunction isomorphism to be an isomorphism of categories; it it much more natural
to require it to be an equivalence that is natural in both its entries in the appropriate sense. There
are several natural ways to make this precise, and it can quickly become extremely painful. See
for example https://ncatlab.org/nlab/show/2-adjunction for a discussion and
further references.

(a). Let C be a category. We defined the category Z[C ] in the following way :

- Ob(Z[C ]) = Ob(C );

- for all X, Y ∈ Ob(C ), HomZ[C ](X, Y ) = Z(HomC (X,Y ));

- the composition law of Z[C ] is deduced from that of C by bilinearity.

Note that C is naturally a subcategory of Z[C ].

This construction is functorial in C , that is, any functor F : C → D defines in an obvious
way a functor Z[F ] : Z[C ] → Z[D ], and we have Z[G ◦ F ] = Z[G] ◦ Z[F ]. (In other
words, C 7−→ Z[C ] is a strict 2-functor, see https://ncatlab.org/nlab/show/
strict+2-functor). Let C be a category, D be a preadditive category and F be a
functor. Then there is an obvious additive functor α(C ,D)(F ) : Z[C ] → D ; it is equal
to F on the objects of Z[C ] and equal to the unique extension of F by linearity on the
groups of morphisms. Also, any morphism u : F → G of functors C → D gives rise to a
morphism of additive functors α(u) : α(C ,D)(F )→ α(C ,D)(G). This defines a functor
α(C ,D) : Func(C ,D) → Funcadd(Z[C ],D), that is natural in C in D . In this case, the
functor α(C ,D) is actually an isomorphism of categories. Indeed, if G : Z[C ]→ D is an
functor, then its restriction F to the subcategory C of Z[C ] is a functor C → D such that
G = α(C ,D)(F ).

(b). Let C be a preadditive category. We show that the preadditive category C ⊕ defined in the
problem is additive. It has a zero object by construction, so it suffices to show that the
product of two objects always exists. Let X = (X1, . . . , Xn) and Y = (Y1, . . . , Ym)
be two objects of C ⊕. Let Z = (X1, . . . , Xn, Y1, . . . , Ym) and p : Z → X ,
q : Z → Y be the morphisms given by the matrices

(
In 0n,m

)
and

(
0m,n Im

)
, where

In =

idX1 0
. . .

0 idXn

, Im =

idY1 0
. . .

0 idYm

 and 0n,m (resp. 0m,n) is a n × m

(resp. m × n) matrix with all its entries equal to 0. We claim that this makes Z into the
product of X and Y . Indeed, we have morphisms i : X → Z and j : Y → Z with matri-

ces
(
In

0m,n

)
and

(
0n,m
Im

)
respectively, and it is easy to check the conditions of Proposition

II.1.1.6(iii) .

Note that we have an obvious inclusion C ⊂ C ⊕, which is fully faithful. If C is additive,
then (X1, . . . , Xn) is isomorphic to X1 ⊕ . . . ⊕Xn for all X1, . . . , Xn ∈ Ob(C ) (and the
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zero object of C ⊕ is isomorphic to the zero object of C ), so the inclusion C ⊂ C ⊕ is
essentially surjective in this case, hence an equivalence of categories.

If C is a preadditive category, D is an additive category and F : C → D is an additive
functor, then we can extend F to an additive functor α(C ,D)(F ) : C op → D . However,
this requires the choice of a particular direct sum for every finite family of objects of D ,
so this construction is not unique (just unique up to unique isomorphism); in particular, if
F is obtained by restriction from an additive functor G : C ⊕ → D , we can only say that
α(C ,D)(F ) and G are isomorphic (and the isomorphism between them is unique). So we
still get a functor α(C ,D) : Funcadd(C ,D) → Funcadd(C ⊕,D) (natural in C and D),
but it is an equivalence of categories, not an isomorphism.

�

A.3.2 Pseudo-abelian completion.

Let C be an additive category. IfX is an object of C , an endomorphism p ∈ EndC (X) is called a
projector or idempotent if p ◦ p = p. A pseudo-abelian (or Karoubian) category is a preadditive
category in which every projector has a kernel.

(a). Let C be a category and p ∈ EndC (X) be a projector. Show that :

- Ker(p, idX) exists if and only if Coker(p, idX) exists;

- if u : Y → X is a kernel of (p, idX) and v : X → Z is a cokernel of (p, idX), then
there exists a unique morphism f : Z → Y such that u◦f ◦v = p, and this morphism
f is an isomorphism.

(b). If C is a pseudo-abelian category, show that every projector has a kernel, a cokernel,
a coimage and an image and that, if p ∈ EndC (X) is a projector, then the canonical
morphisms Ker(p) → X and Im(p) → X make X into a coproduct of (Ker(p), Im(p)).
(In other words, the coproduct Ker(p) ⊕ Im(p) exists, and it is canonically isomorphic to
X .)

(c). Let C be a category. Its pseudo-abelian completion (or Karoubi envelope) is the category
kar(C ) defined by :

- Ob(kar(C )) = {(X, p) | X ∈ Ob(C ), p ∈ EndC (X) is a projector};

- Homkar(C )((X, p), (Y, q)) = {f ∈ HomC (X, Y ) | q ◦ f = f ◦ p = f};

- the composition is given by that of C , and the identity morphism of (X, p) is p.

Show that kar(C ) is a pseudo-abelian category, and that the functor C → kar(C ) sending
X to (X, idX) is additive and fully faithful.

(d). If C is an additive category, show that kar(C ) is also additive.
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(e). Let PseuAb be the full subcategory of PreAdd (see problem A.3.1) whose objects are
pseudo-abelian categories. Show that the inclusion functor PseuAb → PreAdd has a
left adjoint.

Solution.

(a). We prove the first statement. Let u : Y → X be a kernel of (p, idX). Consider the
morphism p : X → X . As p ◦ p = p = p ◦ idX , there exists a unique morphism
v : X → Y such that p = u ◦ v. We claim that v : X → Y is the cokernel of (p, idX).
First, note that u ◦ v ◦ p = p ◦ p = p = u ◦ v ◦ idX ; as u is a monomorphism by Lemma
II.1.3.3, we get that v ◦ p = v ◦ idX . Also, we have u ◦ v ◦ u = p ◦ u = u, so v ◦ u = idY ,
again because u is a monomorphism. Let v′ : X → Y ′ be a morphism such that v′ ◦p = v′.
Let w = v′ ◦ u : Y → Y ′. Then w ◦ v = v′ ◦ u ◦ v = v′ ◦ p = v′. Let w′ : Y → Y ′ be
another morphism such that w′ ◦ v = v′; then w′ = w′ ◦ v ◦ u = v′ ◦ u = w. This shows
that v : X → Y is indeed a cokernel of (p, idX).

Y u //

w
��

X
p

//

idX
&&

X

Y ′ X

p

OO

v

ff

v′
oo X

Conversely, if v : X → Y is a cokernel of (p, idX), then applying the previous paragraph
to C op shows that (p, idX) has a kernel.

We prove the second statement. Let u : Y → X be a kernel of (p, idX) and v : X → Z
be a cokernel of (p, idX). By the first paragraph of the proof, there exists a morphism
v′ : X → Y such that v′ is a cokernel of (p, idX), v′ ◦ u = idY and u ◦ v′ = p. By
the uniqueness of the cokernel, there exists a unique morphism f : Z → Y such that
f ◦ v = v′, and this morphism is an isomorphism. Finally, as u is a monomorphism, the
condition f ◦ v = v′ is equivalent to u ◦ f ◦ v = u ◦ v′ = p.

(b). Let p ∈ EndC (X) be a projector. Then q = idX − p is also a projector, because
q ◦ q = idX −p−p+p◦p = q. As Ker(p) = Ker(q, idX) and Coker(p) = Coker(q, idX),
question (a) implies that p has a cokernel, and that we may assume that Ker(p) = Coker(p)
(as objects of C ). Let Y = Ker(p), and let u : Y → X and v : X → Y be the kernel
and cokernel morphisms. We saw in the solution of (a) that u ◦ v = q = idX − p and
v ◦ u = idY . Similarly, let Z = Ker(q), and let a : Z → X and b : X → Z be the kernel
and the cokernel morphisms; we have b ◦ a = idZ and a ◦ b = p. We claim that a : Z → X
is the kernel of v : X → Y , that is, the image of p. As a is the kernel of q, we have
q ◦ a = 0, that is, p ◦ a = a; so v ◦ a = v ◦ p ◦ a = 0. Let a′ : Z ′ → X be a morphism such
that v ◦ a′ = 0. Then q ◦ a′ = u ◦ v ◦ a′ = 0, so there exists a unique morphism c : Z ′ → Z
such that a ◦ c = a′. This finishes the proof that a : Z → X is the image of p. A similar
proof (actually, the same proof in C op) shows that q : X → Z is the coimage of p. Note in
particular that the canonical morphism Coim(p)→ Im(p) is an isomorphism.
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It remains to show that X is the coproduct of (u : Y → X, a : Z → X). Let u′ : Y → X ′

and a′ : Z → X ′ be morphisms. We must show that there exists a unique morphism
f : X → X ′ such that f ◦ u = u′ and f ◦ a = a′. Take f = u′ ◦ v + a′ ◦ b. Then
f ◦ u = u′ ◦ v ◦ u + a ◦ b ◦ v = u′ ◦ idY = u′ (the fact that b ◦ v = 0 follows from the
previous paragraph applied to q, which shows that v : Y → X is the kernel of b); similarly,
f ◦ a = u′ ◦ v ◦ a+ a′ ◦ b ◦ a = a′ ◦ idZ = a′. Let f ′ : X → X ′ be another morphism such
that f ′ ◦ u = u′ and f ′ ◦ a = a′. Then

f ′ = f ′ ◦ (p+ q) = f ′ ◦ (a ◦ b+ u ◦ v) = a′ ◦ b+ u′ ◦ v = .

(c). We first show that kar(C ) is a pseudo-abelian category. First, kar(C ) is clearly a pread-
ditive category, because Homkar(C )((X, p), (Y, q)) is a subgroup of HomC (X, Y ) for all
(X, p), (Y, q) ∈ Ob(kar(C )).

Let (X, p) be an object of kar(C ), and let f ∈ Endkar(C )((X, p)) be a projector. We
need to show that f has a kernel. By definition of the morphisms and composition in
kar(C ), f is an endomorphism of X in C such that p ◦ f = f ◦ p = f , and such that
f ◦ f = f . Let g = p − f = id(X,p) − f ∈ Endkar(C )((X, p)). Then g ∈ EndC (X) and
g ◦ g = p ◦ p − p ◦ f − f ◦ p + f ◦ f = p − f = g, so (X, g) is an object of kar(C ),
and g ∈ Homkar(C )((X, g), (X, p)). We claim that g : (X, g) → (X, p) is the kernel of f .
First, we have g ◦ f = p ◦ f − f ◦ f = 0. Let (Y, q) be another object of kar(C ), and
let u : (Y, q) → (X, p) be a morphism such that f ◦ u = 0. So u ∈ HomC (Y,X) and
u ◦ q = p ◦ u = u. Then have g ◦ u = p ◦ u− f ◦ u = p ◦ u = q ◦ u = u, so u also define
a morphism from (Y, q) to (X, g) in kar(C ), and the following diagram commutes:

(X, g)
g
// (X, p)

f
// (X, p)

(Y, q)

u

dd

u

OO

0

::

Suppose that v : (Y, q) → (X, g) is another morphism (in kar(C )) such that g ◦ v = u.
Then v ∈ HomC (Y,X) and g ◦ v = v ◦ q = v, so we get v = u.

The last statement is clear.

(d). The object (0, id0) of kar(C ) is initial and final, so it suffices to show that the prod-
uct of two objects of kar(C ) always exists. (We’ll get finite products by an obvious
induction.) Let (X, p) and (Y, q) be two objects of kar(C ), let Z = X ⊕ Y and

r =

(
p 0
0 q

)
∈ EndC (Z). Then r is clearly a projector, so (Z, r) is an object of kar(C ).

For every object (T, s) of kar(C ), we have

Homkar(C )((T, s), (Z, r)) = {f ∈ HomC (T, Z) | r ◦ f = f ◦ s = f}
= {(f1, f2) ∈ HomC (T,X)× HomC (T, Y ) | p ◦ f1 = f1 ◦ s = f1

and q ◦ f2 = f2 ◦ s = f2}
' Homkar(C )((T, s), (X, p))× Homkar(C )((T, s), (Y, q)),
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so (Z, r) is the product of (X, p) and (Y, q) in kar(C ).

(e). We denote by Φ : PseuAb → PreAdd the inclusion functor. Note that, if C is a
preadditive category, then the construction of kar(C ) is functorial in C and the functor
η(C ) : C → kar(C ) defined in (c) gives a morphism of functors idPseuAb → Φ ◦ kar.
Indeed, if F : C → D is an additive functor between preadditive categories, then we get a
commutative diagram of functors

C
η(C )

//

F
��

kar(C )

kar(F )

��

D
η(D)

// kar(D)

by taking kar(F ) to be the functor sending (X, p) ∈ Ob(kar(C )) to
(F (X), F (p)) ∈ Ob(kar(D)) and sending f ∈ Homkar(C )((X, p), (Y, q)) to F (f)
(we obviously have F (f) ∈ Homkar(D)((F (X), F (p)), (F (Y ), F (q)))).

We claim that (kar,Φ) is a pair of adjoint functors. We already constructed a candidate
unit morphism η : idPseuAb → Φ◦kar. Let C be a pseudo-abelian category. We claim that
η(C ) : C → kar(C ) is an equivalence of categories. We already know that it is fully faith-
ful, so it suffices to show that it is essentially surjective. Let (X, p) be an object of kar(C ),
and let a : Z → X be the image of X in C . We claim that a ∈ HomkarC ((Z, idZ), (X, p)),
and that it is an isomorphism. The first statement just says that p ◦ a = a, and we proved it
in (b). For the second statement, remember that we also know by (b) that Z is the cokernel
of idX − p, and let b : X → Z be the corresponding cokernel morphism. Then b ◦ p = b
by (a), so b ∈ Homkar(C )((X, p), (Z, idZ)), and we have seen in (a) that b ◦ a = idZ and
a ◦ b = p = id(X,p).

Now let C be a preadditive category and D be a pseudo-abelian category. Then we have
functors, clearly functorial in C and D :

Func(C ,D) kar // Func(kar(C ), kar(D)) Func(kar(C ),D).
η(D)◦(·)
oo

Also, the functor on the right is an equivalence of categories. To construct a quasi-inverse
of this equivalence, we need a quasi-inverse of η(D) that is functorial in D . It would
be painful to show by hand that we can choose a quasi-inverse of η(D) in a way that is
(weakly) natural in D , unless we have the good idea of using a left (or right) adjoint of
η(D) as quasi-inverse, and then things are slightly less annoying. Still, the functors Φ
and kar are only adjoint in the sense of 2-categories. See the discussion in the solution of
problem A.3.1.

�
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A.3.3 Torsionfree abelian groups

Let Abtf be the full subcategory of Ab whose objects are torsionfree abelian groups.

(a). Give formulas for kernels, cokernels, images and coimages in Abtf .

(b). Show that the inclusion functor ι : Abtf → Ab admits a left adjoint κ, and give this left
adjoint.

Solution.

(a). Let f : A → B be a morphism of groups, with A and
B torsionfree. Let C = {a ∈ A | f(a) = 0} and
D = {b ∈ B | ∃n ∈ Z − {0} and a ∈ A such that f(a) = nb}. (This subgroup
D is called the saturation of f(A) in B.)

We claim that i : C → A is the kernel of Abtf . Indeed, C is torsionfree because it is a
subgroup of A, and, as Abtf is a full subcategory of Ab, we have, for every torsionfree
abelian group G,

HomAbtf
(G,C) = {u ∈ HomAbtf

(G,A) | f ◦ u = 0}.

We show that B/D is torsionfree. Let x be a torsion element of B/D, and let b ∈ B be
a lift of x. Then there exists n ∈ Z − {0} such that nb ∈ D, and it is obvious on the
definition of D that this implies that b ∈ D, hence that x = 0. We claim that B → B/D is
the cokernel of f in Abtf . Let p : B → B/D be the canonical projection. As D contains
all the f(a), for a ∈ A, we clearly have p ◦ f = 0. Let g : B → G be a morphism in
Abtf such that g ◦ f = 0. Let b ∈ D; then there exists a ∈ A and n ∈ Z − {0} such that
nb = f(a), so ng(b) = g(f(a)) = 0, so g(b) = 0 because G is torsionfree; this shows that
Ker g ⊃ D, so there is a unique morphism h : B/D → G such that g = h ◦ p.

To find the image and coimage of f , we use their definitions, as well as the description of
kernels and cokernels that we just obtained. The image of f is the kernel of the cokernel
of f , so it is equal to D. The coimage of f is the cokernel of the kernel of f , so it is equal
to the quotient A/C ′, where C ′ = {a ∈ A | ∃n ∈ Z−{0}, na ∈ C}. Note that, in general,
f(A) := {f(a), a ∈ A} is neither the image nor the coimage of f .

(b). We define a functor κ : Ab→ Abtf by κ(A) = A/Ator, whereAtor is the torsion subgroup
of A. If f : A→ B is a morphism of abelian groups, then f(Ator) ⊂ Btor, so f induces a
morphism κ(f) : A/Ator → B/Btor. This clearly defines a functor Abtf → Ab. Let A be
an abelian group and B a torsionfree abelian group. Then every group morphism A → B
factors uniquely through A/Ator, so we get a bijection

HomAb(A, ι(B)) ' HomAb(A/Ator, B) = HomAbtf
(κ(A), B),

and this bijection is clearly an isomorphism of functors.
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�

A.3.4 Filtered R-modules

Let R be a ring, and let Fil(RMod) be the category of filtered R-modules (M,Fil∗M) (see
Example II.2.1.3 ) such that M =

⋃
n∈Z FilnM . 10

(a). Give formulas for kernels, cokernels, images and coimages in Fil(RMod).

(b). Let ι : Fil(RMod) → Func(Z, RMod) be the functor sending a filtered R-module
(M,Fil∗M) to the functor Z→ RMod, n 7−→ FilnM . Show that ι is fully faithful.

(c). Show that ι has a left adjoint κ, and give a formula for κ.

(d). Show that every object of the abelian category Func(Z, RMod) is isomorphic to the cok-
ernel of a morphism between objects in the essential image of ι.

Solution.

(a). Let f : (M,Fil∗M) → (N,Fil∗N) be a morphism of filtered R-modules. Let
M ′ = {x ∈ M | f(x) = 0}, with the filtration Fil∗M

′ defined by FilnM
′ = M ′ ∩ FilnM .

LetN ′ = N/f(M), with the filtration Fil∗N
′ defined by FilnN

′ = (FilnN+f(M))/f(M)
(that is, FilnN

′ is the image of FilnN by the quotient map N → N ′).

The inclusion u : M ′ →M is a morphism in Fil(RMod), by definition of the filtration on
M ′. We claim that (M ′,Fil∗M

′) is the kernel of f in Fil(RMod). First, we have f ◦u = 0.
Let g : (M ′′,Fil∗M

′′) → (M,Fil∗M) be a morphism such that f ◦ g = 0. As the functor
Fil(RMod)→ RMod that forgets the filtration is faithful, there is at most one morphism
h : (M ′′,Fil∗M

′′) → (M ′,Fil∗M
′) such that g = u ◦ h. Also, as M ′ is the kernel of

f in RMod, there exists h : M ′′ → M ′ such that g = u ◦ f , and it suffices to check
that this h is compatible with the filtrations. Let n ∈ Z. Then g(FilnM

′′) ⊂ FilnM , so
h(FilnM

′′) = M ′ ∩ g(FilnM
′′) ⊂M ′ ∩ FilnM = FilnM

′.

The quotient map p : N → N ′ is a morphism in Fil(RMod), by definition of Fil∗N
′.

We claim that (N ′,Fil∗N
′) is the cokernel of f . Let g : (N,Fil∗N) → (N ′′,Fil∗N

′′) be
a morphism such that g ◦ f = 0. As in the previous paragraph, it suffices to prove that
the unique morphism of R-modules h : N ′ → N ′′ such that h ◦ p = g (given by the fact
that N ′ is the cokernel of f in RMod) is compatible with the filtrations. Let n ∈ Z. Then
Filn N

′ = p(FilnN), so h(FilnN
′) = g(FilnN) ⊂ FilnN

′′.

We can now calculate the image and coimage of f using our formulas for the ker-
nel and cokernel of a morphism of Fil(RMod). The image of f is the kernel of
p : (N,Fil∗N) → (N ′,Fil∗N

′), so it is the submodule f(M) of N , with the fil-

10We say that the filtration is exhaustive.
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tration given by Filnf(M) = f(M) ∩ FilnN . The coimage is the cokernel of
u : (M ′,Fil∗M

′) → (M,Fil∗M), so it is the R-module M/M ′ ' f(M), with the fil-
tration image of that of M by the quotient map M → M/M ′. Note that, even though the
image and coimage of f have the same underlying R-module, their filtrations are different
in general.

(b). If (M,Fil∗M) is a filtered R-module and F = ι(M,Fil∗M) is the associated functor
Z→ RMod, then lim−→Z

F = lim−→n∈Z FilnM =
⋃
n∈Z FilnM ; if (M,Fil∗M) is an object of

Fil(RMod), this is equal to M .

Let f, g : (M,Fil∗M) → (N,Fil∗N) be two morphisms in Fil(RMod)
such that ι(f) = ι(g). Then lim−→ ι(f) = lim−→ ι(g) as morphisms from
M = lim−→n∈Z FilnM → lim−→n∈Z FilnN = N ; as the first of these morphisms is equal to
f (because its restriction to each FilnM is equal to f ) and the second is equal to g (same
reason), we get that f = g. So the functor ι is faithful.

Let (M,Fil∗M), (N,Fil∗N) be objects of Fil(RMod), and let
α : ι(M,Fil∗M) → ι(N,Fil∗N) be a morphism of functors. Then f = lim−→α is a
morphism of R-modules from M to N . We claim that f is actually a morphism of filtered
R-modules. Indeed, let n ∈ Z. Then we have a commutative diagram

ι(M,Fil∗M)(n) FilnM
α(n)

//

��

FilnN

��

ι(N,Fil∗N)(n)

M
f

// N

which shows that f(FilnM) ⊂ FilnN , and also that ι(f) = α. So the functor ι is full.

We can also calculate the essential image of ι. We claim that it is the subcategory of
functors F : Z → RMod such that F (u) is injective for every morphism u of Z. First,
the functors ι(M,Fil∗M) clearly satisfy this conditions, because the mrophisms F (u) are
the inclusion FilnM ⊂ FilmM for n ≤ m. Conversely, suppose that F satisfies the
condition above. Let M = lim−→F . For every n ∈ Z, the morphism F (n) is the colimit
of the injections F (n) → F (m), m ≥ n, so it is injective because filtrant colimits are
exact in RMod; let FilnM ⊂ M be its image. We have M =

⋃
n∈Z FilnM because

M = lim−→n∈Z F (n), and the isomorphisms F (n)
∼→ FilnM induce an isomorphism of

functors F ∼→ ι(M,Fil∗M).

(c). We define κ : Func(Z, RMod)→ Fil(RMod) in the following way : If F : Z→ RMod
is a functor, we set κ(F ) = (M,Fil∗M), where M = lim−→F and FilnM is the image of
the canonical morphism F (n) → M . If α : F → G is a morphism of functors, we get a
morphism of R-modules f : lim−→α : M = lim−→F → N = lim−→G, and this is a morphism of
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filtered R-modules because we have commutative squares

Fil(n)
α(n)

//

��

G(n)

��

M
f

// N

We claim that κ is left adjoint to ι. First we construct a morphism of functors
η : idFunc(Z,RMod) → ι ◦ κ. Let F : Z → RMod be a functor, let (M,Fil∗M) = κ(F ),
and let G = ι(κ(F )). By construction of κ(F ), we have a morphism of R-modules
F (n)→ FilnM = G(n) for every n ∈ Z, and these morphisms define a morphism of func-
tors η(F ) : F → G. The fact that the morphisms η(F ) define a morphism of functors is im-
mediate. Also note that, if (M,Fil∗M) is an object of Fil(RMod) and F = ι(M,Fil∗M),
then M = lim−→F and F (n) = FilnM for every n ∈ Z, so κ(F ) = (M,Fil∗M). This gives
an isomorphism of functors ε : κ ◦ ι ∼→ idFil(RMod), and it is easy to see that ι(ε) is the
inverse of η(ι) : ι → ι ◦ κ ◦ ι. We want to apply Proposition I.4.6 to show that (κ, ι) is a
pair of adjoint functors. It remains to prove that the composition

κ
κ(η)

// κ ◦ ι ◦ κ ε(κ)
// κ

is the identity, but this also follows immediately from the definitions.

(d). Let F ∈ Func(Z, RMod). Suppose that we have found (M,Fil∗M) ∈ Ob(Fil(RMod))
and α : ι(M,Fil∗M)→ F such that α(n) : FilnM → F (n) is surjective for every n ∈ Z.
We define (N,Fil∗N) by N = Ker(M → lim−→F ) and FilnN = Ker(FilnM → F (n)).
This is clearly a filtered R-module. If x ∈ N , there exists n ∈ Z such that x ∈ FilnM ;
as the image of x in lim−→F is 0, there exists m ≥ n such that the image of x in
F (m) is 0, and then x ∈ FilmN . So N =

⋃
n∈Z FilnN , and it si clear from the

way cokernels are calculated in Func(Z, RMod) that F is the cokernel of the morphism
ι(N,Fil∗N)→ ι(M,Fil∗M).

So, to answer the question, it suffices to find (M,Fil∗M) satufying the con-
ditions of the previous paragraph. Let M =

⊕
n∈Z F (n) and, for every

m ∈ Z, let FilmM =
⊕

n≤m F (n). Then (M,Fil∗M) is an object of
Fil(RMod). Let α : ι(M,Fil∗M) → F be the morphism of functors such that
α(m) :

⊕
n≤m F (n) → F (m) is given on the factor F (n) by F (unm) : F (n) → F (m),

where unm is the unique morphism from n to m in Z; this clearly defines a morphism of
functors.

�
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A.3.5 Admissible “topology” on Q

If you have not seen sheaves (on a topological space) in a while, you might want to go read
about them a bit, otherwise (b) will be very hard, and (f) won’t be as shocking as it should be.
Also, if the construction of sheafification that you learned used stalks, you should go and read a
construction that uses open covers instead; see for example Section III.1 .

If a, b ∈ R, we write
[a, b] = {x ∈ R | a ≤ x ≤ b}

and
]a, b[= {x ∈ R | a < x < b}.

Consider the space Q with its usual topology. An open rational interval is an open subset of
Q of the form Q∩ ]a, b[ with a, b ∈ Q. An closed rational interval is a closed subset of Q of the
form Q ∩ [a, b], with a, b ∈ Q.

We say that an open subset U of Q is admissible if we can write U as a union
⋃
i∈I Ai of open

rational intervals such that, for every closed rational interval B = Q ∩ [a, b] ⊂ U , there exists a
finite subset J of I and closed rational intervals Bj ⊂ Aj , for j ∈ J , such that B ⊂

⋃
j∈J Bj .

If U is an admissible open subset of Q and U =
⋃
i∈I Ui is an open cover of U , we say that

this cover is admissible if, for every closed rational interval B = Q ∩ [a, b] ⊂ U , there exist a
finite subset J of I and closed rational intervals Bj ⊂ Uj , for j ∈ J , such that B ⊂

⋃
j∈J Bj .

Let Opena be the poset of admissible open subsets of Q (ordered by inclusion), and let
PSha = Func(Opena,Ab). This is called the category of presheaves of abelian groups on
the admissible topology of Q. If F : Openop

a → Set is a presheaf and U ⊂ V are admissible
open subsets of Q, we denote the map F (V )→ F (U) by s 7−→ s|U .

We say that a presheaf F : Openop
a → Ab is a sheaf if, for every admissible open subset U of

Q and for every admissible cover (Ui)i∈I of U , the following two conditions hold :

(1) the map F (U)→
∏

i∈I F (Ui), s 7−→ (s|Ui) is injective;

(2) if (si) ∈
∏

i∈I F (Ui) is such that si|Ui∩Uj = sj|Ui∩Uj for all i, j ∈ I , then there exists
s ∈ F (U) such that si = s|Ui for every i ∈ I .

The full subcategory Sha of PSha whose objects are sheaves is called the category of sheaves of
abelian groups on the admissible topology of Q. 11

(a). Let U be an open subset of Q, and let V (U) be the union of all the open subsets V of R
such that V ∩Q = U . Show that V (U) is the union of all the intervals [a, b], for a, b ∈ Q
such that Q ∩ [a, b] ⊂ U .

(b). Show that every open set in Q is admissible. 12

11Of course, we could also define presheaves and sheaves with values in Set.
12There is a similar notion of admissible open subset in Qn, where intervals are replaced by products of intervals,
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(c). Give an open cover of an open subset of Q that is not an admissible open cover.

(d). Show that the inclusion functor Sha → PSha has a left adjoint F 7−→ F sh. (The sheafifi-
cation functor.)

(e). Show that Sha is an abelian category.

(f). Show that the inclusion Sha → PSha is left exact but not exact, and that the sheafification
functor PSha → Sha is exact.

For every x ∈ Q and every presheaf F ∈ Ob(PSha), we define the stalk of F at x to be
Fx = lim−→U3x F (U), that is, the colimit of the functor φ : Opena(Q, x)op → Ab, where
Opena(Q, x) is the full subcategory of Opena of admissible open subsets containing x and φ
is the restriction of F .

(g). For every x ∈ Q, show that the functor Sha → Ab, F 7−→ Fx is exact.

(h). Let PSh (resp. Sh) be the usual category of presheaves (resp. sheaves) of abelian groups
on R. Show that the functor Sh → PSha sending a sheaf F on R to the presheaf
U 7−→ F (V (U)) on Q is fully faithful, that its essential image is Sha, and that it is exact
as a functor from Sha to Sh.

(i). Find a nonzero object F of Sha such that Fx = 0 for every x ∈ Q.

Solution.

(a). The set V (U) is obviously an open subset of R, we have V (U) ∩ Q = U , and V (U) is
maximal among open subsets of R satisfying this condition.

Let a, b ∈ Q such that Q ∩ [a, b] ⊂ U . Then (]a, b[∪V (U)) ∩Q = U , so ]a, b[⊂ V (U) by
the maximality of V (U); as a, b ∈ U ⊂ V , we get that [a, b] ⊂ V (U).

Conversely, let x ∈ V (U). As V (U) is open in R and Q is dense, there exist a, b ∈ Q such
that a < x < b and [a, b] ⊂ V (U). Then Q ∩ [a, b] ⊂ Q ∩ V (U) ⊂ U .

(b). Let U be an open subset of Q, and let V = V (U). Let ((ai, bi))i∈I be the family of all
couples (ai, bi) ∈ Q such that ai < bi and that the open interval ]ai, bi[ is contained in
V (U). For every i ∈ I , let Ai =]ai, bi[∩Q; this is an open rational interval. We have
U =

⋃
i∈I Ai, and we claim that this is an admissible cover of U , which implies that U is

admissible. Let B be a closed rational interval, and let a, b ∈ Q such that B = Q ∩ [a, b].
Then [a, b] ⊂ V by question (a). As [a, b] is compact, there exists a finite subset J of
I such that [a, b] ⊂

⋃
j∈J ]aj, bj[. By the shrinking lemma 13 (and the finiteness of J),

there exists ε > 0 such that [a, b] ⊂
⋃
j∈J [aj + ε, bj − ε], so B ⊂

⋃
j∈J Bj , where

Bj = Q ∩ [aj + ε, bj − ε].

(c). Let U =]0, 2[∩Q. Let (xn)n∈N be an increasing sequence of rational numbers that

and this result does not hold for n ≥ 2.
13See Theorem 15.10 of [16].
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converges to
√

2. For every n ∈ N, let Un = Q ∩ (]0, xn[∪ ]2/xn, 2[); note that
xn <

√
2 < 2/xn. Then U =

⋃
n∈N Un. We claim that this is not an admissible cover. Let

a, b ∈ Q such that 0 < a < 1/
√

2 < b < 1, and let B = Q ∩ [a, b]. If there existed a finite
subset M of N such that B ⊂

⋃
n∈M Un, then, as the family Un is increasing, there would

exist N ∈ N such that B ⊂ UN , which is absurd because xN+1 ∈ B \ UN+1.

(d). The same construction as in Section III.1 gives an additive functor F 7−→ F sh = F ++

from PSha to Sha and a morphism of functors ι : idPSha → (·)sh such that, if F is a sheaf,
then ι(F ) is an isomorphism. Indeed, we never used the fact that we have a topology in
this construction. We only used the fact that we have a notion of open subsets and a notion
of covers of open subsets, such that :

(1) any two covers of an open subset admit a common refinement;

(2) if we have a cover (Ui)i∈I of U and we take a cover of each Ui, then the union of
these gives a cover of U ;

(3) if we have a cover of U and we intersect it with an open subset V of U , then we get
a cover of V .

Let’s check these properties.

(1) Let (Ui)i∈I and (Vj)j∈J be two admissible covers of U . We claim that (Ui∩Vj)i∈I,j∈J
is an admissible cover of U . Let B ⊂ a rational closed interval. There exist finite
subsets I ′ ⊂ I and J ′ ⊂ J and closed rational intervals Ai ⊂ Ui and Bj ⊂ Vj ,
for i ∈ I ′ and j ∈ J ′, such that B ⊂

⋃
i∈I′ Ai and B ⊂

⋃
j∈J ′ Bj . For every

(i, j) ∈ I ′ × J ′, Cij = Ai ∩ Bj ⊂ Ui ∩ Vj is a closed rational interval, and we have
B ⊂

⋃
(i,j)∈I′×J ′ Cij .

(2) Let (Ui)i∈I be an admissible open cover of U . For every i ∈ I , let (Uij)j∈Ji be an
admissible open cover of Ui. LetB = Q∩[a, b] ⊂ U be a closed rational interval. Let
I ′ ⊂ I be a finite subset and Bi ⊂ Ui be closed rational intervals, for i ∈ I ′, such that
B ⊂

⋃
i∈I′ Bi. For every i ∈ I ′, let J ′i ⊂ Ji be a finite subset and Bij ⊂ Uij be closed

rational intervals, for j ∈ J ′i , such that Bi ⊂
⋃
j∈J ′i

Bij . Then B ⊂
⋃
i∈I′
⋃
j∈J ′i

Bij ,
and the set

⋃
i∈I′ J

′
i is still finite.

(3) Let (Ui)i∈I be an admissible cover of U , let V ⊂ U be another open set of Q, and
let (Vi)i∈I = (V ∩ Ui)i∈I . Let B = Q ∩ [a, b] be a closed rational interval such
that B ⊂ V . Then there exist a finite subset J of I and closed rational intervals
Bj = Q ∩ [aj, bj] ⊂ Uj , for j ∈ J , such that B ⊂

⋃
j∈J Bj . After replacing each Bj

by its intersection with [a, b], we may assume that aj ≥ a and bj ≤ b for every j ∈ J .
Then Bj ⊂ B ⊂ V , so Bj ⊂ Vj , and we still have B ⊂

⋃
j∈J Bj .

The fact that ι(F ) is an isomorphism for F a sheaf means that ι(G) : G→ G ◦ F ◦G is
an isomorphism of functors; as G is fully faithful, ι(G)−1 : G ◦ F ◦ G → G comes from
a unique isomorphism of functors ε : F ◦ G → idSha . By Lemma I.4.5 , this ε induces a
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functorial morphism

α : HomPSha(·, G(·))→ HomSha(F (·), ·)
sending f : F → F ′ (with F a presheaf and F ′ a sheaf) to
α(F ,F ′)(f) = ι(F ′)−1 ◦ f sh : F sh → F ′. As ι is a morphism of functors, we
have a commutative square

F sh f sh
//F ′sh

F
f
//

ι(F )

OO

F ′

ι(F ′)

OO

hence α(F ,F ′)(f) ◦ ι(F ) = f , and, by the analogue of the uniqueness statement of
Proposition III.1.10(vi), α(F ,F ′)(f) is the unique morphism from F sh → F ′ hav-
ing that property. This implies that α(F ,F ′)(f) determines f (so that α(F ,F ′) is
injective), but also that, if g : F sh → F ′ is any morphism of sheaves such that
f = g ◦ ι(F ), then g = α(F ,F ′)(f); the last part gives a construction of a map
β : HomSha(F

sh,F ′) → HomPSha(F ,F ′) such that α(F ,F ′) ◦ β is the identity, so
α(F ,F ′) is surjective.

(e). We will actually show that the category of sheaves has all small limits and colimits, and
that the inclusion functor Sha → PSha commutes with limits.

If F is a presheaf, then F is a sheaf if and only if the sequence

0→ F (U)
u(F ,U )→

∏
i∈I

F (Ui)
v(F ,U )→

∏
i,j∈I

F (Ui ∩ Uj)

is exact, for every open subset U of Q and every admissible open cover U = (Ui)i∈I of U ,
where u(F ,U ) sends s ∈ F (U) to (s|Ui)i∈I and v(F ,U ) sends (si) ∈

∏
i∈I F (Ui) to

(si|Ui∩Uj−sj|Ui∩Uj)i,j∈I . This sequence is functorial in F , and functorial and contravariant
in U . Also, the functors appearing in the sequence commute with limits in F , because of
the way limits are formed in categories of presheaves and because direct products (being
limits) commute with limits. So, if we have a functor α : I → Sha with I a small
category, the presheaf lim←−(G ◦ α) is also a sheaf; as sheaves form a full subcategory of
PSha, this limit satisfies the universal property of the limit in the category Sha, so it is
(the image by G of) the limit of α. Or, in other terms : to form a limit in the category of
sheaves, it suffices to take the limit in the category of sheaves.

Now we show that α also has a colimit. In fact, we show that the sheafification of lim−→(G◦α)
is the colimit of α. Indeeed, for every sheaf G , we have isomorphisms, functorial in G :

HomSha(F (lim−→(G ◦ α)),G ) ' HomPSha(lim−→(G ◦ α), G(G ))

' lim←−
i∈Ob(I op)

HomPSha(G(α(i)), G(G ))

= lim←−
i∈Ob(I op)

HomSha(α(i),G ),
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which is the universal property of the colimit.

As Sha is an additive subcatgeory of PSha, the fact that it has all limits and colimits shows
that every morphism of Sha has a kernel and a cokernel; we also showed that the kernel
of a morphism of Sha is its kernel in PSha, and that its cokernel is the sheafification of its
cokernel in PSha.

Now let f : F → G be a morphism in Sha. We want to show that the canonical mor-
phism Coim(f) → Im(f) is an isomorphism. By definition, Im(f) is the kernel of
p : G → Coker(f); so, for every open subset U of Q, an element s ∈ G (U) is in (Im f)(U)
if and only if there exists an admissible open cover (Ui)i∈I of U such that, for every i ∈ I ,
we have p(s|Ui) = 0, that is, s|Ui ∈ Im(F (Ui) → G (Ui)). In other words, Im(f) is
the sheafification of the separated presheaf C : U 7−→ Im(F (U) → G (U)). On the
other hand, Coim(f) is the sheafification of the presheaf I : U 7−→ F (U)/(ker f)(U).
The canonical morphism Coim(f) → Im(f) is induced by the morphism I → C send-
ing an element s of F (U)/(Im f)(U) to f(s) ∈ G (U), which is an isomorphism; so
Coim(f)→ Im(f) is also an isomorphism.

(f). We saw that G : Sha → PSha commutes with limits, so it is left exact. To show that
G is not exact, it suffices to find a surjective morphism u : F → G in Sha such that
F (Q) → G (Q) is not surjective. Let F be the constant sheaf with value Z on Q,
that is, the sheafification of the constant presheaf F0 : U 7−→ Z. Let G be the sheaf
sending an open subset U of Q to ZU∩{0,1} (with the obvious restriction maps), with the
(usual) convention that Z∅ = 0. For each open sbuset U of Q, we have the diagonal map
F0(U)→ G (U). This gives a morphism of presheaves F0 → G , so we get a morphism of
sheaves F → G . This morphism is surjective in Sha because, if U is an open subset of Q
such that {0, 1} ⊂ U and s ∈ G (U), then we can find an admissible open cover (U0, U1) of
U such that Ui ∩ {0, 1} = {i} for i = 0, 1, and then s|Ui ∈ Im(F (Ui)→ G (Ui)) = G (Ui)
for i = 0, 1. However, the morphism F (Q) = Z → G (Q) = Z2 is the diagonal mor-
phism, which is not surjective. (To calculate F (Q), it is easiest to use question (i); the
sheaf F is then identitied to the constant sheaf with values Z on R, and its global sections
are Z because R is connected.)

It remains to show that the sheafification functor is exact. By the construction of colimits in
Sha, we already know that it is right exact, so it suffices to show that it preserves injective
morphisms. Let F → F ′ is an injective morphism of presheaves. If U is an open subset
of Q, then Ȟ0(U ,F ) → Ȟ0(U ,F ′) is injective for every admissible open cover U of
U (by definitions of these groups), so F +(U) → F ′+(U) is injective because filtrant
colimits are exact in Ab. Applying this reasoning twice, we see that F sh(U)→ F ′sh(U)
is injective for every U . As kernels in Sha are calculated by taking kernels in PSha, this
means that F sh → F ′sh is injective.

(g). We can define the stalks of a presheaf (with the same formula). If
0 → F1 → F2 → F3 → 0 is a short exact sequence of presheaves, then the
complex 0→ F1(U)→ F2(U)→ F3(U)→ 0 is exact for every open subset U of Q, so,
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as stalks are defined by filtrant colimits and filtrant colimits are exact in Ab, the complex
0 → F1,x → F2,x → F3,x → 0 is exact for every x ∈ Q. As the inclusion Sha ⊂ PSha
is left exact, we conclude that the functor Sha → Ab, F 7−→ Fx is left exact for every
x ∈ Q. To show that it is exact, it is therefore enough to show that it sends surjections
to surjections. Let f : F → G be a surjective morphism, let x ∈ Q, and let sx ∈ Gx.
Choose an open suset U 3 x of Q and a section s ∈ G (U) representing sx. As we saw in
the solution of (d), the surjectivity of f means that there exists an admissible open cover
(Ui)i∈I of U and sections ti ∈ F (Ui) such that f(ti) = s|Ui for every i ∈ I . Let i0 ∈ I
such that x ∈ Ui0 , and let tx ∈ Fx be the image of ti0 . Then fx : Fx → Gx sends tx to sx.

(h). We prove the following facts :

(A) Let U and U ′ be open subsets of Q. We claim that V (U ∩ U ′) = V (U) ∩ V (U ′).
Indeed, the set V (U) ∩ V (U ′) is an open subset of R such that
Q ∩ V (U) ∩ V (U ′) = U ∩ U ′, so V (U) ∩ V (U ′) ⊂ V (U ∩ U ′) by maximal-
ity of V (U ∩ U ′). Conversely, if a, b ∈ Q are such that B := Q ∩ [a, b] ⊂ U ∩ U ′,
then [a, b] ⊂ V (U) and [a, b] ⊂ V (U ′), so [a, b] ⊂ V (U) ∩ V (U ′); this shows that
V (U ∩ U ′) ⊂ V (U) ∩ V (U ′).

(B) Let U be an open subset of Q and let (Ui)i∈I be an admissible open cover of U .
We claim that V (U) =

⋃
i∈I V (Ui). Indeed, V ′ :=

⋃
i∈I V (Ui) is an open subset

of R such that Q ∩ V ′ = U , so V ′ ⊂ V (U). Conversely, let a, b ∈ Q such that
B := Q ∩ [a, b] ⊂ U ; by the admissibility conditions, there exists a finite subset
J of I and rational closed intervals Bj = Q ∩ [aj, bj] ⊂ Uj , for j ∈ J , such that
B ⊂

⋃
j∈J Bj . This implies that [a, b] =

⋃
j∈J [aj, bj]; moreover, for every j ∈ J , the

fact that Bj ⊂ Uj implies that [aj, bj] ⊂ V (Uj); so we finally get that [a, b] ⊂ V ′, as
desired.

(C) Let U be an open subset of Q, and let (Vi)i∈I be an open cover of V (U). We claim
that, after replacing (Vi)i∈I by a refinement, the open cover (U ∩Vi)i∈I of U is admis-
sible; also, if all the Vi are open intervals, then no refinement is necessary. Indeed,
after replacing (Vi)i∈I by a refinement, we can assume that all the Vi are open inter-
vals in R. Let B = Q ∩ [a, b] be a closed rational interval contained in U . Then
[a, b] ⊂ V (U). As [a, b] is compact, there exists a finite subset J of I such that
[a, b] ⊂

⋃
j∈J Vj . By the shrinking lemma, 14 there exist closed intervals with rational

end points [aj, bj] ⊂ Vj such that [a, b] ⊂
⋃
j∈J ]aj, bj[. If Bj = Q ∩ [aj, bj] for every

j ∈ J , we have Bj ⊂ U ∩ Vj and B ⊂
⋃
j∈J Bj . So the open cover (U ∩ Vi)i∈I of U

is admissible.

(D) If A is an open inteval of R, then V (A ∩ Q) = A. Indeed, it is clear that
A ⊂ V (A ∩ Q). Conversely, write A =]x, y[, and let a, b ∈ Q such that
Q ∩ [a, b] ⊂ A ∩Q; then x < a and b < y, so [a, b] ⊂ A. Hence A ⊃ V (A ∩Q).

Now let F be a sheaf on R for the usual topology, and let Φ(F ) be the presheaf

14See Theorem 15.10 of [16], again.
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U 7−→ F (V (U)) on Q. For an admissible open cover (Ui)i∈I of an open subset U of
Q, the sequence

0→ Φ(F )(U)→
∏
i∈I

Φ(F )(Ui)→
∏
i,j∈I

Φ(F )(Ui ∩ Uj)

(where the first map sends s ∈ Φ(F )(U) to (s|Ui)i∈I and the second map sends
(si) ∈

∏
i∈I Φ(F )(Ui) to the family (si|Ui∩Uj − sj|Ui∩Uj)i,j∈I) is exact, because it is equal

to the sequence

0→ F (V (U))→
∏
i∈I

F (V (Ui))→
∏
i,j∈I

V (Ui) ∩ V (Uj)

by (A), and because (V (Ui))i∈I is an open cover of V (U) by (B). So Φ(F ) is a sheaf for
the admissible topology on Q.

The functor Φ : Sh→ Sha is clearly additive and left exact. We show that it is faithful. Let
f : F → G be a morphism of Sh such that Φ(f) = 0. Then, for every open interval A of
R, we have F (A) = Φ(F )(A ∩Q) and G (A) = Φ(G )(A ∩Q) by (D), so the morphism
f(A) : F (A) → G (A) is zero. As open intervals form a basis of the topology of R, this
implies that f = 0.

We show that Φ is full. Let F , G be sheaves on R, and let g : Φ(F ) → Φ(G )
be a morphism of sheaves on Q. For every open interval A of R, we define
f(A) : F (A) = Φ(F )(A ∩ Q) → G (A) = Φ(G )(A ∩ Q) to be g(A ∩ Q) (we are
using (D) again). If A ⊂ A′ are open intervals of R, the diagram

F (A′)

��

F (A′)
// G (A′)

��

F (A)
f(A)

// G (A)

(where the vertical arrows are restriction maps) is commutative because g is a morphism
of presheaves. As open intervals form a basis of the topology of R, there is a unique
morphism of sheaves f : F → G that is equal to f(A) on sections over any open interval
A. It is clear that Φ(f) = g.

We show that the essential image of Φ is Sha. Let F0 be a sheaf on Q for the admissible
topology. We want to define a sheaf F on R such that Φ(F ) ' F0. As open intervals
form a base of the topology of R, it suffices to define F on open intervals (and to check the
sheaf condition for covers of an open interval by open intervals). If A is an open interval
of R, we set F (A) = F0(A ∩ Q); by (D), we then have F0(A ∩ Q) = F (V (A ∩ Q)).
The sheaf condition for F follows from the sheaf condition from F0 and from (C), and
the fact that Φ(F ) = F0 is obvious.

Finally, we have shown that Φ is an equivalence of categories from Sh to Sha. In particular,
it commutes with all limits and colimits that exist in these categories, so it is exact.
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(i). Let F be the skryscaper sheaf on R supported at
√

2 and with value Z. In other words,
if V is an open subset of R, we have F (V ) = 0 if

√
2 6∈ V and F (V ) = Z if

√
2 ∈ V ;

the restriction morphisms are either 0 or idZ. Let F0 = Φ(F ); then F0 is the sheaf on
Q given by F (U) = 0 if

√
2 6∈ V (U), and F (U) = Z if

√
2 ∈ V (U). If x ∈ Q, then

there exists an open neighborhood U of x in Q such that
√

2 6∈ V (U) (for example an open
rational interval), so Fx = 0.

�

A.3.6 Canonical topology on an abelian category

Let A be an abelian category. Let PSh = Func(A op,Ab) be the category of presheaves of
abelian groups on A . We say that a presheaf F : A op → Ab is a sheaf (in the canonical
topology) if, for every epimorphism f : X → Y in A , the following sequence of abelian groups
is exact :

0 // F (Y )
F (g)

// F (X)
F (p1)−F (p2)

// F (X ×Y X) ,

where p1, p2 : X ×Y X → X are the two projections. We denote by Sh the full subcategory of
PSh whose objects are the sheaves.15

(a). If f : X → Y is an epimorphism in A , show that it is the cokernel of the morphism
p1 − p2 : X ×Y X → X , where p1, p2 : X ×Y X → X are the two projections as before.

(b). Let f : X → Y be an epimorphism in A and g : Z → Y be a morphism. Consider the
second projection pZ : X ×Y Z → Z. Show that pZ is an epimorphism.

(c). Show that every representable presheaf on A is a sheaf.

(d). Show that the inclusion functor Sh → PSh has a left adjoint F 7−→ F sh. (The sheafifica-
tion functor.)

(e). Show that Sh is an abelian category.

(f). Show that the inclusion Sh → PSh is left exact but not exact, and that the sheafification
functor PSh→ Sh is exact.

Solution.

15Again, we could define sheaves of sets.
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(a). We have a cartesian square

X ×Y X
p1
//

p2

��

X

f
��

g

��

X
f

//

g
))

Y

  

Z

As f is surjective, Proposition II.2.1.15 implies that this square is also cocartesian, that
is, Y is the coproduct X tX×YX X . We now show that f = Coker(p1, p2). We have
f ◦ p1 = f ◦ p2 by definition of the fiber product. Let g : X → Z be a morphism such that
g ◦p1 = g ◦p2. By the universal property of the coproduct, there exists a unique morphism
h : Y → Z such that g = h ◦ f . This is also the universal property of Coker(p1, p2).

(b). This is Corollary II.2.1.16(ii) .

(c). If f : X → Y is surjective, then, by (a), the sequenceX×Y X
p1−p2→ X

f→ Y → 0 is exact.
So every left exact functor A op → Ab is a sheaf, and in particular every representable
functor.

In fact, every sheaf F : A op → Ab that is an additive functor is automatically a
left exact functor A op → Ab. Indeed, let 0 → Z

g→ X
f→ Y → 0 be an ex-

act sequence. As the sequence X ×Y X
p1−p2→ X

f→ Y → 0 is exact, we have
Z
∼→ Im(g) = Ker(f) = Im(p1−p2), so there exists a unique morphism h : X×Y X → Z

such that g ◦ h = p1 − p2. Applying F , we get a commutative diagram where the top row
is exact

0 //F (Y )
F (f)

//F (X)
F (p1−p2)

//

F (g)
))

F (X ×Y X)

F (Z)

F (h)

OO

We have F (g)◦F (f) = 0 because f◦ = 0, so Ker F (g) ⊃ Im F (f). On the other hand,
Im F (f) = Ker F (p1 − p2) because F is a sheaf, and Ker F (g) ⊂ Ker F (p1 − p2)
because F (p1 − p2) = F (h) ◦ F (g). So Ker F (g) = Im F (f), and the sequence
F (Z)→ F (X)→ F (Y )→ 0 is exact.

(d). As in problem A.3.5, it suffices to construct a functor PSh → Sh, F 7−→ F sh and a
morphism of functors ι(F ) : F → F sh such that ι(F ) is an isomorphism for F a sheaf
and that, if f : F → G is a morphism of presheaves and G is a sheaf, then there exists a
unique morphism of sheaves f ′ : F sh → G such that the following diagram commutes

F
f
//

ι(F )
��

G

ι(G )
��

F sh

f sh
//

f ′

<<

G sh
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The rest of the proof is the same as is question A.3.5(c).

The construction of the sheafification functor follows the same lines as the construction of
Section III.1, except that we have to use the correct notion of cover. Let X be an object of
A . The category of covering families ofX is the category IX whose objects are surjective
morphisms Y → X and whose morphisms are commutative diagrams Y //

��

Y ′

~~

X

. Let

F be a presheaf on A . If X is an object of A and f : Y → X is a surjective morphism,
we set

Ȟ0(Y → X,F ) = Ker(F (p1 − p2) : F (Y )→ F (Y ×X Y )),

where p1, p2 : Y ×X Y → Y are as before the two projections. As F (p1−p2)◦F (f) = 0,
we have a morphism F (X) → Ȟ0(Y → X,F ) induced by F (f). Let f1 : Y1 → X and
f2 : Y2 → X be two surjective morphisms, and suppose that there exists g : Y2 → Y1

such that f1 ◦ g = f2 (that is, g is a morphism in IX). If q1, q2 : Y2 ×X Y2 → Y2 are
the two projections, then f1 ◦ g ◦ q1 = f2 ◦ q1 = f2 ◦ q2 = f1 ◦ g ◦ q2, so (g ◦ q1, g ◦ q2)
defines a morphism g′ : Y2 ×X Y2 → Y1 ×X Y1 such that the compositions of g′ with the
projections p1, p2 : Y1 ×X Y1 → Y1 are equal to g ◦ q1 and g ◦ q2. In particular, we have
g◦(q1−q2) = (p1−p2)◦g′, hence F (q1−a2)◦F (g) = F (g′)◦F (p1−p2). So morphism
F (g) : F (Y1)→ F (Y2) sends Ȟ0(Y1 → X,F ) to Ȟ0(Y2 → X,F ). As in Section III.1 ,
we can show that this morphism does not depend on g. Indeed, let h : Y2 → Y1 be another
morphism such that f1 ◦ h = f2. Then (g, h) defines a morphism k : Y2 → Y1 ×X Y1 such
that p1 ◦ k = g and p2 ◦ k = h. If s ∈ Ȟ0(Y1 → X,F ), then

F (g)(s) = F (k)(F (p1)(s)) = F (k)(F (p2)(s)) = F (h)(s),

because F (p1)(s) = F (p2)(s) by definition of Ȟ0(Y1 → X,F ).

In summary, we have made Ȟ0(·,F ) into a functor (I 0
X)op → Ab, where I 0

X is the
category that we get from IX by contracting all the nonempty Hom sets to single-
tons. We denote by F +(X) the colimit of this functor. We have a canonical morphism
F (X)→ F +(X), given by the morphisms F (X)→ Ȟ0(Y → X,F ).

If X ′ is another object of A and u : X ′ → X is a morphism, then we get a functor
IX → IX′ by sending a surjection Y → X to Y ×X X ′ → X ′ (which is a surjection by
(b)). This allows us to define a morphism F +(X) → F (X ′) as in the notes, and so F +

is a presheaf. It is easy to see that the morphisms F (X)→ F +(X) define a morphism of
presheaves ι0(F ) : F → F +. It is also easy to see that F 7−→ F + is a functor, and that
the ι0(F ) define a morphism of functors.

We set F sh = F ++, with the morphism ι(F ) : F → F ++ given by
ι(F ) = ι0(F +) ◦ ι0(F +). If F is a sheaf, then F (X)

∼→ Ȟ0(Y → X,F ) for every
surjective morphism Y → X , so ι(F ) is an isomorphism.

The proof of Proposition III.1.10 now goes through, provided that we can prove that
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(I 0
X)op is filtrant. If f : Y → X and f ′ : Y ′ → X are surjective maps, then the two pro-

jections p1 : Y×XY ′ → Y and p2 : Y×XY ′ → Y ′ are surjective by (b), and f◦p1 = f ′◦p2,
so we have morphisms (Y → X)→ (Y ×X Y ′ → X) and (Y ′ → X)→ (Y ×X Y ′ → X)
in (I 0

X)op, which suffices because the Homs of (I 0
X)op are empty or singletons.

(e) and (f) The proof of questions (d) and (e) of problem A.3.5 applies (provided we replace admissi-
ble open covers by surjective morphisms), except for the counterexample showing that the
inclusion Sh ⊂ PSh does not preserve surjections. Anticipating a bit on problem A.4.3,
we can make the following counterexample : Let A → B be a surjective morphism in
A . Then the induced morphism HomA (·, A)→ HomA (·, B) is surjective in Sh. (See the
solution of that problem.) But it is not true in general that HomA (C,A) → HomA (C,B)
is surjective for every object C of A and every choice of surjective A → B, unless A is
a semisimple abelian category. Indeed, if A is not semisimple, then we can find an exact
sequence 0→ A′ → B → A→ 0 that is not split, and than idA ∈ HomA (A,A) does not
come from an element of HomA (A,B).

�

A.4 Problem set 4

A.4.1 Cartesian and cocartesian squares

(a). Consider a commutative square

A
f
//

g
��

B

h
��

C
k
// D

in an abelian category A . Consider the morphisms u =

(
f
g

)
: A → B ⊕ C and

v =
(
h −k

)
: B ⊕ C → D.

Prove that the following statements are equivalent :

(i) The canonical morphism A→ B ×D C is an epimorphism.

(ii) The canonical morphism B tA C → D is a monomorphism.

(iii) The complex A u→ B ⊕ C v→ D is exact.

(b). Let A
g→ B

f→ C be morphisms in A . Show that g−1(Ker f) = Ker(f ◦ g).

(c). Keep the notation of the previous question, and suppose that g is surjective. Show that
g(Ker(f ◦ g)) = Ker f .
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(d). Keep the notation and assumptions of the previous question. If u : D → B is a morphism
such that f ◦ u = 0, show that there exists a commutative diagram

D′
g′
//

u′

��

D

u
��

C g
// B

f
// A

such that g′ is surjective and f ◦ g ◦ u′ = 0.

Solution.

(a). We claim that the canonical morphism B ×D C → B ×C = B ⊕C identifies B ×D C to
Ker v. Indeed, we have, for every E ∈ Ob(A ),

HomA (E,B ×D C) = {(w1, w2) ∈ HomA (E,B)× HomA (E,C) | h ◦ w1 = k ◦ w2}
= {w ∈ HomA (E,B × C) | v ◦ w = 0}
= Hom(E,Ker v).

So (i) is equivalent to the fact that the morphism A → Ker v induced by u is an epimor-
phism, which implies that the canonical morphism Im(u) → Ker(v) is an epimorphism,
hence an isomorphism (because it is automatically injective), which is (iii).

We prove that (ii) and (iii) are equivalent. Let ι : B ⊕ C → B ⊕ C be the morphism with

matrix
(

1 0
0 −1

)
. Note that ι ◦ ι = idB⊕C , and in particular ι is an isomorphism. Let

u′ = ι ◦ u and v′ = v ◦ ι. Then v′ ◦ u′ = v ◦ u = 0, and we have a commutative square

Im(u) //

ι ∼
��

Ker(v)

ι ∼
��

Im(u′) // Ker(v′)

so (iii) is equivalent to the condition that the complex (∗) A u′→ B ⊕ C
v′→ D be exact.

We claim that the canonical morphism B ⊕C → B tA C identifies B tA C to Coker(u′).
Indeed, for every E ∈ Ob(A ),

HomA (Cokeru′, E) = {w ∈ HomA (B ⊕ C,E) | w ◦ u′ = 0}
= {(w1, w2) ∈ HomA (B,E)× HomA (C,E) | w1 ◦ f = w2 ◦ g}
= HomA (B tA C,E).

So (ii) is equivalent to the injectivity of the morphism Coker(u′) → D induced by v′; if
p : B ⊕C → Coker(u′) is the canonical surjection, this means that (ii) is equivalent to the
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fact that, for every object E of A , we have

{f ∈ HomA (E,B ⊕ C) | v′ ◦ f = 0} = {f ∈ HomA (E,B⊕ C) | p ◦ f = 0}
= {f ∈ HomA (E, Im(u′)},

where the last equality is because Im(u′) = Ker(p). This shows that condition (ii) is
equivalent to Ker(v′) = Im(u′), that is, to the exactness of the complex (*).

(b). By definition of g−1(Ker f), we have a commutative diagram, where the square is cartesian
:

g−1(Ker f)
g′
//

j

��

Ker f

i
��

A g
// B

f
// C

In particular, f ◦ g ◦ j = f ◦ i ◦ g′ = 0, so g−1(Ker f) ⊂ Ker(f ◦ g). Conversely, let C
be an object of A and h : C → A a morphism such that f ◦ g ◦ h = 0. Then we have a
unique morphism h′ : C → Ker f such that i◦h′ = g ◦h, and this in turns defines a unique
morphism k : C → g−1(Ker f) such that j ◦ k = h and g′ ◦ k = h′. Applying this to the
inclusion Ker(f ◦ g) → A, we see that this inclusion factors through g−1(Ker f) → A,
that is, Ker(f ◦ g) ⊂ g−1(Ker f).

(c). By (b), it suffices to show that g(g−1(Ker f)). In fact, this is true for any subobject ofB, so
let B′ ⊂ B. We want to show that the morphism g−1(B′)→ B′ induced by g is surjective.
By definition of g−1(B′), we have a cartesian square

g−1(B′) //

��

B′

��

C g
// B

and then the conclusion follows from Corollary II.2.1.16.

(d). Let B′ = Im(u) ⊂ B. The morphism u factors as D v→ B′
i→ B with v surjective and i

injective, and we take D′ = g−1(B′)×B′ D. We have a commutative diagram where both
squares are cartesian

D′
g′

//

a
��

D

v
��

g−1(B′) //

b
��

B′

i
��

C g
// B

and we take u′ = b ◦ a. The morphism g′ is surjective by Corollary II.2.1.16, and
f ◦ g ◦ u′ = f ◦ i ◦ v ◦ g′ = f ◦ u ◦ g′ = 0.
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�

A.4.2 A random fact

Let A be an abelian category and f : B → A be a morphism of A . Show that, for every object
C of A , the morphism HomA (Im(f), C) → HomA (B,C) (induced by B → Im(f)) induces
an isomorphism

HomA (Im(f), C)
∼→ Ker(HomA (B,C)→ HomA (Ker f, C)).

Solution. The statement is saying two things :

(1) The map HomA (Im(f), C) → HomA (B,C) is injective; this follows from the fact that
B → Im(f) is surjective.

(2) A morphism g : B → C factors through the quotient Im(f) of B if and only if
g(Ker f) = 0, or, in other words, the morphism B → Im(f) is the cokernel of the mor-
phism Ker(f) → B. This follows from the fact that Coim(f)

∼→ Im(f). (Remember that
Coim(f) is by definition the cokernel of the morphism Ker(f)→ B.)

�

A.4.3 More sheaves on an abelian category

We use the notation of problem PS3.6 : We fix an abelian category, and we denote by Sh the
category of sheaves of abelian groups on A for the canonical topology. It is a full subcategory
of the catgeory of presheaves PSh = Func(A op,Ab). Both Sh and PSh are abelian categories,
and the forgetful functor Sh → PSh is left exact but not exact; this functor admits a left adjoint
F 7−→ F sh, which is exact.

(a). Let f : A→ B be a surjective morphism in A . Show that, for every morphism u : C → B,
there exists a commutative square

C ′
f ′
//

��

C

u
��

A
f
// B

with f ′ : C ′ → C surjective.

(b). Show that the Yoneda embedding hA : A → Func(A op,Set), A 7−→ HomA (·, A),

factors as A h // Sh For // Func(A op,Set) , where For is the forgetful functor and h is
a fully faithful left exact additive functor.

280



A.4 Problem set 4

(c). Show that the functor h : A → Sh is exact.

Solution.

(a). We take C ′ = A×B C and f ′ : C ′ → C equal to the second projection. The surjectivity of
f ′ follows from Corollary II.2.1.16.

(b). For every A ∈ Ob(A ), the functor HomA (·, A) : A op → Set factors through the forget-
ful functor Ab→ Set, so we can see HomA (·, A) as an object of PSh; also, if f : A→ B
is a morphism, then f ∗ : HomA (·, B) → HomA (·, A) is a morphism of presheaves of
abelian groups (and not just of presheaves of sets), because composition is bilinear. So

the Yoneda embedding factors as A h′ // PSh For // Func(A op,Set) , where For is the
forgetful functor. The functor h′ is additive and left exact because HomA (·, ·) is additive
and left exact in both variables (and in particular the second). Also, for every A ∈ Ob(A ),
the representable presheaf HomA (·, A) is a sheaf for the canonical topology by problem
A.3.6(c), so we get the factorization of the statement. Finally, the functor h is left exact be-
cause the sheafification functor PSh → Sh is exact and isomorphic to the identity functor
on Sh, so any complex of sheaves 0 → F1 → F2 → F3 that is exact in PSh is also exact
in Sh.

(c). By question (b) and Lemma II.2.3.2 , it suffices to show that h sends surjections to surjec-
tions. Let f : A→ B be a surjective morphism, and letC ∈ Ob(A ). Let u : C → B be an
element of hB(C). Choose a commutative diagram as in question (a). Then f ′ : C ′ → C
is a covering family for the canonical topology of A , and the morphism u′ : C ′ → A gives
an element of hA(C ′) whose image by f ∗ : hA(C ′) → hB(C ′) is f ◦ u′ = f ′∗(u). This
shows that f ∗ : hB → hA is surjective in the category Sh.

�

A.4.4 Other embedding theorems

If we weaken the assumptions in Morita’s theorem, we can still get interesting results. There are
many variants, we will prove two here.

Let A be an abelian category, Q an object of A and R = EndA (Q). As explained in the
paragraph before Theorem II.3.1.6 , we can see the functor HomA (Q, ·) as an additive left exact
functor from A to ModR.

Note that we are not assuming that Q is projective for now.

We assume that A admits all small colimits. From now on, we assume that A admits all small
colimits. (You can mostly ignore the smallness condition. It basically means that you can take
colimits indexed by all sets that are built out of sets like HomA (A,B). The rigorous way to say
it is that A is a U -category, with U a universe, and that it admits limits indexed by U -small
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categories.)

(a). Show that, for every right R-module M , the functor A → Set,
A 7−→ HomR(M,HomA (Q,A)) is representable. We denote a pair representing
this functor by (M ⊗R Q, η(M)).

(b). Show that the functor G = HomA (Q, ·) : A →ModR admits a left adjoint F .

(c). If M is a free right R-module, show that η(M) : M → G(F (M)) is injective, and that it
is bijective if M is also finitely generated.

(d). Let A ′ ⊂ A be a full subcategory of A that is stable by taking finite limits and finite
colimits.

(i) Show that A ′ is an abelian category and that the inclusion functor A ′ → A is exact.

From now on, we assume that the category A ′ is small. Suppose that Q is a generator of
A . For every object A of A , consider the surjective morphism qA :

⊕
HomA (Q,A) Q → A

of Proposition II.3.1.3(i)(e) . Let P =
⊕

A∈Ob(A ′)

⊕
HomA (Q,A) Q; for every A ∈ Ob(A ′),

we have a surjective morphism pA : P → A, which is given by qA on the summand of
P indexed by A and by 0 on the other summands. Let S = EndA (P ), and consider the
functor G′ = HomA (P, ·) : A →ModS .

(ii) Show that G′ is faithful, and that it is exact if Q is projective.

(iii) If Q is projective, show that the restriction of G′ to A ′ is fully faithful.

From now on, we also assume that small filtrant colimits are exact in A and that Q is a
generator of A . 16 We do not assume that Q is projective.

(e). The goal of this question is to show that G is fully faithful. Let C be the full subcat-
egory of A whose objects are finite direct sums of copies of P , and D the full sub-
category of ModR whose objects are finitely generated free R-modules. We denote by
h : A → PSh(C ) the functor A 7−→ HomA (·, A)|C , and by h′ : ModR → PSh(D) the
functor M 7−→ HomR(·,M)|D .

(i) Show that G induces an equivalence of categories C → D .

(ii) Show that h′ : ModR → PSh(D) is fully faithful.

(iii) Assuming that h : A → PSh(C ) is fully faithful, show that G : A → ModR is
fully faithful.

(iv) Show that h is left exact and faithful, and that, for any morphism f of A , if h(f) is
surjective, then f is surjective.

(v) For any objectB of C , any morphism f : B → A in A and any object C of A , show

16In other words, A is a Grothendieck abelian category.
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that the map

HomA (Im f, C)→ HomPSh(C )(Im(h(B)→ h(A)), h(C))

is an isomorphism. (Hint : problem A.4.2.)

Let A be an object of A . Denote by C /A the category of pairs (B, f), where B ∈ Ob(C )
and f : B → A is a morphism of A ; a morphism u : (B, f) → (B′, f ′) is a morphism
u : B → B′ such that f = f ′ ◦ u.

Let I be the set of finite subsets of Ob(C /A), ordered by inclusion; the correspond-
ing category is clearly filtrant. Define a functor ξ : I → C by sending a finite set
J = {(B1, f1), . . . , (Bn, fn)} to B1 ⊕ . . .⊕Bn; note that ξ(J) comes with a morphism to
A, given by

(
f1 . . . fn

)
.

(vi) Show that the canonical morphism lim−→J∈I h(ξ(J))→ h(A) is an epimorphism.

(vii) Show that the canonical morphism lim−→J∈I Im(h(ξ(J)) → h(A)) → h(A) is an iso-
morphism.

(viii) Show that the canonical morphism lim−→J∈I ξ(J)→ A is an epimorphism.

(ix) Show that the canonical morphism lim−→J∈I Im(ξ(J)→ A)→ A is an isomorphism.

(x) For C another object of A , show that HomA (A,C)
h→ HomPSh(C )(h(A), h(C)) is

bijective.

(f). The goal of this question is to show that F is exact.

(i) Show that it suffices to prove that F preserves injections.

Let f : M → N be a morphism in ModR.

(ii) Suppose that M is finitely generated free and that N is free. Show that the com-
position of η(Ker f) : Ker f → G(F (Ker f)) and of the canonical morphism
G(F (Ker f))→ Ker(G(F (f))) is an isomorphism.
Hint : Use the commutative diagram

M
f

//

η(M)
��

N

η(N)
��

G(F (M))
G(F (f))

// G(F (N))

(iii) Suppose that M is finitely generated, that N is free and that f is injective. Show that
F (f) is injective. (Hint : question 1(c).)

(iv) Suppose that N is free and that f is injective. Show that F (f) is injective. (Hint : M
is the union of its finitely generated submodules.)
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(v) Suppose that f is injective. Show that we can find a commutative diagram with exact
rows :

0 // K //M ′ //

f ′

��

M //

f
��

0

0 // K // N ′ // N // 0

such that f ′ is injective and N ′ is free.

(vi) Suppose that f is injective. Applying F to the diagram of (v) and using PS4.1(a),
show that F (f) is injective.

In conclusion, here are our embedding results so far :

(1) If A admits small colimits and a projective generator, we have shown that every
small full abelian subcategory A ′ of A such that A ′ ⊂ A is exact admits a fully
faithful exact functor into a category of modules over some ring.

(2) If A is a Grothendieck abelian category (it admits small colimits, small filtrant col-
imits are exact, and A has a generator), then we have shown that A admits a fully
faithful left exact functor into a category of modules over a ring, with an exact left
adjoint. This is known as the Gabriel-Popescu embedding theorem.

(3) We also have Morita’s theorem (Theorem II.3.1.6) : If A admits small colimits and
has a projective generator P such that the functor HomA (P, ·) commutes with small
direct sums, then A is equivalent to a category of modules over a ring.

Solution.

(a). This is similar to what happens in the proof of Theorem II.3.1.6 , with a few changes to
reflect the fact that η(M) is not an isomorphism anymore. We denote by ΦM : A → Set
the functor A 7−→ HomR(M,HomA (Q,A)).

(1) If M = R, then the functor ΦM : A 7−→ HomR(M,HomA (Q,A)) ' HomA (Q,A)
is representable byQ, and the morphism η(M) ∈ HomR(R,HomA (Q,Q)) = HomR(R,R)
is the identity of R.

(2) If M = R(X) with X a set, then we have isomorphisms of functors

ΦM = HomR(M,HomA (Q, ·)) '
∏
X

HomR(R,HomA (Q, ·)) '
∏
X

HomA (Q, ·)

' HomA (Q(X), ·),

so the functor ΦM is representable by Q(X), and the morphism
η(M) ∈ HomR(R(X),HomA (Q,Q(X))) is the canonical morphism
R(X) = HomA (Q,Q)(X) → HomA (Q,Q(X)) of Subsection I.5.4.2 (which
might not be an isomrophism).
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(3) In general, we chose an exact sequence R(X) u→ R(Y ) → M → 0, with X and Y
sets. This induces morphisms of functors ΦM → ΦR(Y )

u∗→ ΦR(X) , and the second
of these comes from a morphism f : Q(X) → Q(Y ) between the objects representing
ΦR(X) and ΦR(Y ) such that the following diagram commutes :

(*) R(X)

u
��

η(R(X))
// HomA (Q,Q(X))

HomA (Q,f)
��

R(Y ) η(R(Y ))
// HomA (Q,Q(Y ))

Let B = Coker f . By Subsection I.5.4.2, there is a canonical
morphism M = Coker(G(f)) → G(Coker f) = G(B)B, which
might not be an isomorphism. This induces a morphism of functors
HomA (B, ·) → HomR(G(B), G(·)) → HomR(M,G(·)) = ΦM . To show
that this morphism is an isomorphism, we use, as in the proof of Theorem II.3.1.6,
that we have a commutative diagram with exact columns for every A ∈ Ob(A ) :

0

��

0

��

ΦM(A)

��

// HomA (B,A)

��

ΦR(Y )(A) ∼ //

u∗(A)

��

HomA (Q(Y ), A)

HomA (f,A)
��

ΦR(X)(A) ∼ // HomA (Q(X), A)

(The fact that the columns are exact only uses the left exact of the Hom functors.)
We get the morphism η(M) : M → HomA (Q,B) by taking the morphism between
the cokernels of the vertical maps in the commutative square (*).

(b). This follows from (a) and from Proposition I.4.7; in fact, we have
F (M) = M ⊗R Q. Also, by the proof of that proposition, the morphisms
η(M) : M → HomA (Q,M ⊗R Q) = G(F (M)) define a morphism of functors
idModR → G ◦ F , which is the unit of the adjunction.

(c). If M = R(X) with X a set, we saw in the solution of (a) that M ⊗X Q = Q(X)

and that η(M) : R(X) → HomA (Q,Q(X)) is the canonical morphism
HomA (Q,Q)(X) → HomA (Q,Q(X)). If X is finite, this morphism is an isomorphism
because HomA (Q, ·), being an additive functor, commutes with finite coproducts. In gen-
eral, we claim that η(M) is injective. Let QX =

∏
X Q; we have a family of morphisms

(qx : Q(X) → Q)x∈X , such that the composition of qx with the morphism Q → Q(X)
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corresponding to y ∈ X is idQ if y = x, and 0 if y 6= x. This gives a commutative diagram

HomA (Q,Q)(X) η(M)
//

(1)

��

HomA (Q,Q(X))

��

HomA (Q,Q)X ∼
// HomA (Q,QX)

where the map (1) is the inclusion of the direct sum into the direct product (in the category
of abelian groups), hence an injection. So η(M) is injective.

(d). (i) The category A ′ is clearly preadditive. It is additive, because finite products in A
of objects of A ′ are in A ′ by hypothesis, and they are finite products in A ′ by
the fullness of A ′. For the same reason, every morphism in A ′ has a kernel and
a cokernel, which are its kernel and its cokernel in A . If f is a morphism in A ′,
then the canonical morphism from its coimage to its image in A ′ is the same asthe
canonical morphism from its image to its coimage in A , so it is an isomorphism.
This shows that A ′ is an abelian. We have seen in the construction of finite products,
kernels and cokernels in A ′ that the inclusion functor from A ′ to A commutes with
these, so it commutes with finite limits and colimits, so it is exact.

(ii) By the universal property of the direct sum, the functor G′ is isomorphism to∏
A∈Ob(A )

∏
HomA (Q,A) HomA (Q, ·). As Q is a generator, the functor HomA (Q, ·)

is faithful; so G′ is also faithful.

If Q is projective, then, by Lemma II.2.4.3, P is also projective, and then the functor
HomA (P, ·) is exact.

(iii) Let A and B be objects of A ′, and let u : G′(A)→ G′(B) be a morphism of right S-
modules. We want to show that there exists g ∈ HomA (A,B) such that G′(g) = u.
By construction of P , we have surjective morphisms pA : P → A and pB : P → B.
As G′ is exact, we get a diagram with exact rows

S
G′(pA)

//

v

��

HomA (P,A) //

u

��

0

S
G′(pB)

// HomA (P,B) // 0

As S is a projective in ModS , there exists a morphism v : S → S making the dia-
gram. This morphism is of the form g 7−→ f ◦g, with f = v(1) ∈ S = HomA (P, P ).
Consider the diagram with exact rows :

0 // Ker(pA) i // P
pA //

f
��

A

g

��

// 0

P pB
// B // 0
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To show that there exists a morphism g : A → B making this diagram commute,
it suffices to show that pB ◦ f ◦ i = 0. As G′ is faithful, it suffices to show that
G′(pB) ◦G′(f) ◦G′(i) = 0; as G′(pB) ◦G′(f) = G′(pB) ◦ u = v ◦G′(pA), we have
G′(pB) ◦G′(f) ◦G′(i) = v ◦G′(pA ◦ i) = 0.

To finish the proof, it suffices to prove that G′(g) = u. We know that
G′(g) ◦ G′(pA) = G′(pB) ◦ v = u ◦ G′(pA), so the equality G′(g) = u follows
from the fact that G′(pA) is surjective.

(e). The idea of this seemingly strange procedure is that we are showing that teh subcategory
C (resp. D), that contains a generator, “generates” A (resp. ModR) in some precise
sense (this notion is called being strictly generating, see Definition 5.3.1 of [8]); so the
equivalence C → D of (i) will extend to a fully faithful functor A →ModR. The proof
of this fact is a specialization to our case of the proof of Theorem 5.3.6 of [8].

(i) If X is a finite set, then the canonical morphism
R(X) = HomA (Q,Q)(X) → G(Q(X)) = HomA (Q,Q(X)) is an isomorphism.
Just as in the second paragraph of the proof of Theorem II.3.1.6, we deduce that, if
X and Y are finite sets, then the map G : HomA (Q(X), Q(Y ))→ HomR(R(X), R(Y ))
is bijective. (As Y is finite, we only use the fact that additive functors commute
with finite direct sums, and so we don’t need Q to have the extra property of that
theorem.)

We have just shown that the restriction of the functor G to C is fully faithful, and that
its essential image is D . So G induces an equivalence of categories from C to D by
Corollary I.2.3.9.

(ii) Let H : PSh(D) → ModR be the functor sending a presheaf F to F (R) (and a
morphism u : F → G of preasheaves to u(R) : F (R)→ G (R)).

For every right R-module M , we have a canonical isomorphism
H(h′(M)) = HomR(R,M)

∼→ M , u 7−→ u(1). This defines an isomorphism
of functors H ◦ h′ ∼→ idModR . Let M and N be right R-modules. Then we get a
sequence of morphisms of abelian groups

HomR(M,N)
h′→ HomPSh(D)(h

′(M), h′(N))
H→ HomR(H(h′(M)), H(h′(N)) ' HomR(M,N),

whose composition is equal to idHomR(M,N). So the first map is injective.
Also, as the functors HomA (·,M) and HomA (·, N) are additive, the presheaves
h′(M) h′(N) commute with finite direct sums, so they are determined by
their sections on R; this shows that the second map in the sequence above
is also injective; as it is surjective, it must be bijective, and this implies that
h′ : HomR(M,N)→ HomPSh(D)(h

′(M), h′(N)) is bijective.
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(iii) We have a diagram of categories and functors

A G //

h
��

ModR

h′

��

PSh(C ) PSh(D)Φoo

where Φ is the equivalence of categories induced by the equivalence C → D of
(i). This diagram is not necessarily commutative, but we have an isomorphism of
functors Φ ◦ h ◦G ' h′. We already know that Φ and h′ are fully faithful, so, if h is
fully faithful, we can conclude that G is fully faithful.

(iv) The functor h is left exact because A 7−→ HomA (·, A) is.

Let f : A → B be a morphism in A such that h(f) = 0. Then the R-linear map
h(A)(Q) = HomA (Q,A)

f∗→ HomA (Q,B) = h(B)(Q) is 0; in other words, we
have G(f) = 0. As G is faithful (by Proposition II.3.1.3, we get that f = 0. So h is
faithful.

Let f : A→ B be a morphism in A such that h(f) is surjective. Let g1, g2 : B → C
be two morphisms such that g1 ◦ f = g2 ◦ f . Then h(g1) ◦ h(f) = h(g2) ◦ h(f), so
h(g1) = h(g2) by the surjectivity of h(f); as h is faithul, this implies that g1 = g2.
So f is an epimorphism.

(v) By problem A.4.2 and the left exactness of h, we have isomorphisms

HomA (Im f, C)
∼→ Ker(HomA (B,C)→ HomA (Ker f, C))

and

HomPSh(C )(Im(h(B)→ h(A)), h(C))

∼→ Ker(HomPSh(C )(h(B), h(C))→ HomPSh(C )(Ker(h(f)), h(C)))

∼→ Ker(HomPSh(C )(h(B), h(C))→ HomPSh(C )(h(Ker(f)), h(C))).

By these isormophisms, the map that we are trying to understand corresponds to the
map

u : Ker(HomA (B,C)→ HomA (Ker f, C))

→ Ker(HomPSh(C )(h(B), h(C))→ HomPSh(C )(h(Ker(f)), h(C)))

induced by h. As h : HomA (B,C) → HomPSh(C )(h(B), h(C)) is an isomorphism
(by Yoneda’s lemma, applied to the representable presheaf h(B) on C ) and the map
HomA (Ker f, C)→ HomPSh(C )(h(Ker f), h(C)) is injective (because h is faithful),
the map u is bijective.
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(vi) Let C be an object of C . Then applying the morphism lim−→J∈I h(ξ(J))→ h(A) to C
gives the map

lim−→
J∈I

HomA (C, ξ(J))→ HomA (C,A).

Saying that this is surjective means that every morphism f : C → A factors as
C → ξ(J) → A for J ∈ I , which is true : just take J = {(C, f)} and C → ξ(J)
equal to idC . So lim−→J∈I h(ξ(J))(C)→ h(A)(C) is surjective for every C ∈ Ob(C ),
which implies that lim−→J∈I h(ξ(J))→ h(A) is an epimorphism.

(vii) As I is filtrant, we have Im(lim−→J∈I h(ξ(J))→ h(A)) = lim−→J∈I Im(h(ξ(J))→ h(A)).
So the result follows immediately from (vi).

(viii) Note that lim−→J∈I h(ξ(J)) → h(A) factors as
lim−→J∈I h(ξ(J)) → h(lim−→J∈I ξ(J)) → h(A), where the first morphism is that
of Subsection I.5.4.2 and the second is the image by h of the canonical morphism
lim−→J∈I ξ(J) → A. By (vi), the second morphism is an epimorphism, so, by (iv), the
morphism lim−→J∈I ξ(J)→ A is an epimorphism.

(ix) As in (vii), this follows immediately from (viii) and from the fact that I is filtrant.

(x) The map h : HomA (A,C)→ HomPSh(C )(h(A), h(C)) is equal to the composition

HomA (A,C)
∼→ HomA (lim−→

J∈I
Im(ξ(J)→ A), C) by (ix)

' lim←−
J∈Iop

HomA (Im(ξ(J)→ A), C)

∼→ lim←−
J∈Iop

HomPSh(C )(Im(h(ξ(J))→ h(A)), h(C)) by (v)

' HomPSh(C )(lim−→
J∈I

Im(h(ξ(J))→ h(A)), h(C))

' HomPSh(C )(h(A), h(C)) by (vii).

(f). (i) We already know that F is right exact, because it is a left adjoint (Proposition
II.2.3.3.) So the statement follows from Lemma II.2.3.2.

(ii) We have a commutative diagram with exact rows :

0 // Ker f //

η(Ker f)
��

M
f

//

η(M)

��

N

η(N)

��

G(F (Ker f))

��

0 // Ker(G(F (f))) // G(F (M))
G(F (f))

// G(F (N))
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where the unmarked vertical one is the canonical morphism. So the result follows
from a diagram chase in ModR.

(iii) As M is finitely generated, there exists a surjective R-linear map g : M ′ → M ,
with M ′ free of finite type. As F is right exact, the morphism F (g) is also sur-
jective. So, by question A.4.1(c), we have Ker(F (f)) = F (g)(Ker(F (f ◦ g))).
Hence, to prove that Ker(F (f)) = 0, it suffices to show that the composition

Ker(F (f ◦ g)) → F (M ′)
F (g)→ F (M) is 0. As G is conservative, it suffices to prove

this after applying G, and as G is left exact, it suffices to prove that the composition

Ker(G(F (f ◦ g))) → G(F (M ′))
G(F (g))→ G(F (M)) is 0. We have a commutative

diagram
Ker(f ◦ g) u //

(1)

��

M ′

η(M ′)
��

g
//M

η(M)

��

Ker(G(F (f ◦ g))) v
// G(F (M ′))

G(F (g))
// G(F (M))

We know that g ◦ u = 0 because 0 = Ker f = g(Ker(f ◦ g)) by question A.4.1(c),
so η(M) ◦ g ◦ u = 0. As the morphism (1) is surjective by (ii), this implies that
G(F (g)) ◦ v = 0, as desired.

(iv) Let I be the set of all the finitely generated submodules of M ; for i ∈ I , we denote
the corresponding submodule by Mi. Then I is filtrant, and M = lim−→i∈IMi. As F is
a left adjoint, the canonical morphism lim−→i∈I F (Mi)→ F (M) is an isomorphism by
Proposition I.5.4.3 , and F (f) corresponds to lim−→i∈I F (f|Mi

) by this isomorphism.
For each i ∈ I , the morphism F (f|Mi

) is injective by (iii). As filtrant colimits are
exact in ModR by Corollary II.2.3.4, this implies that F (f) is also injective.

(v) Let g : N ′ → N be a surjective R-linear map with N ′ free, let M ′ = N ′ ×N M
and let f ′ : M ′ → M and g′ : N ′ → N be the two projections. The morphism g′

is surjective by Corollary II.2.1.16. As f is injective, so is f ′ (it is true and easy to
prove that in any abelian category the pullback of an injective morphism is injective,
but in the category of R-modules it is immediate). Let i : K = Ker g → N ′ and
i′ : Ker(g′)→M ′ be the canonical injections. We have a commutative diagram with
exact rows

0 // Ker(g′)

u

��

i′ //M ′

f ′

��

g′
//M

f
��

// 0

0 // K
i

// N ′ g
// N // 0

As g ◦ f ′ ◦ i′ = f ◦ g ◦ i′ = 0, there exists a unique morphism u : Ker(g′)→ K such
that i ◦ u = f ′ ◦ i′. We want to show that u is an isomorphism. As f ′ is injective,
the map f ′ ◦ i′ is injective, hence u is also injective. To prove that u is surjective,
we can do a bit of diagram chasing : Let x ∈ K. Then g(i(x)) = 0 = f(0), so
y = (i(x), 0) ∈ N ′×M is actually inM ′, and we have f ′(y) = i(x) and g′(y) = 0. In
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particular, there exists z ∈ Ker(g′) such that y = i′(z). As i(u(z)) = f ′(i′(z)) = i(x)
and i is injective, we get that x = u(z).

(vi) Applying F to the diagram of (v) gives a commutative diagram with exact rows

F (K) // F (M ′)

F (f ′)
��

//

(∗)

F (M)

F (f)

��

// 0

F (K) // F (N ′) // F (N) // 0

By (iv), the map F (f ′) is injective. Also, as F is a left adjoint, it commutes with
colimits, so the square (*) is cocartesian. By question PS4.1(a), the morphism
F (M ′)→ F (N ′)×F (N) F (M) is surjective. As F (f ′) is injective, this morphism is
also injective, so it is an isomorphism; in other words, the square (*) is cartesian. By
Corollary II.2.1.16, the morphism F (f) is injective.

�

A.5 Problem set 5

A.5.1 Free presheaves

Let C be a category and R be a ring.

(a). Show that the forgetful functor PSh(C , R)→ PSh(C ) has a left adjoint F 7−→ R(F ).

(b). If X is an object of C and hX = HomC (·, X) is the corresponding representabe presheaf,
we write R(X) for R(hX). Show that there is an isomorphism of additive functors from
PSh(C , R) to RMod (where F is the variable):

HomPSh(C ,R)(R
(X),F ) ' F (X).

(c). Suppose that C is equipped with a Grothendiech pretopology. If F is a sheaf for this
pretopology, is R(F ) always a sheaf ?

Solution.

(a). If F is a presheaf on C , we define a presheaf R(F ) by setting, for every X ∈ Ob(C ),
R(F )(X) = R(F (X)); if f : X → Y is a morphism of C , then we take for R(F )(f) the
only R-linear extension of F (f). The presheaf R(F ) is an object of PSh(C , R), and its
construction is clearly functorial in F .

Now we show that the functor F 7−→ R(F ) is left adjoint to the forgetful functor. Let
F be a presheaf and G be a presheaf of R-modules. If u : F → G is a morphism of
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presheaves, then we define a morphism of presheaves α(u) : R(F ) → G by taking, for
every X ∈ Ob(C ), the morphism α(u)(X) : R(F (X)) → G (X) to be the unique R-linear
extension of u(X) : F (X) → G (X). By the universal property of the free R-module on
a set, the map α : HomPSh(C )(F ,G ) → HomPSh(C ,R)(R

(F ),G ) is bijective, and it is easy
to check that it defines a morphism of functors on PSh(C )op × PSh(C , R).

(b). We have an isomorphism of functors HomPSh(C ,R)(R
(X),F )

∼→ HomPSh(C )(hX ,F ) given
by question (a), and an isomorphism of functors HomPSh(C )(hX ,F )

∼→ F (X) given by
the Yoneda lemma.

(c). No. Let X be a topological space, let S be a singleton, and let F be the presheaf on X
sending every open subset U of X to S. Then R(F )(U) = R for every open subset U of
X , but a sheaf of R-modules on a topological space must take the value {0} on ∅, so R(F )

is not a sheaf (unless R is the zero ring).

�

A.5.2 Constant presheaves and sheaves

Let (C ,T ) be a site. The constant presheaf on C with value S is the functor Spsh : C op → Set
sending any object to S and any morphism to idS . The constant sheaf on CT with value S is the
sheafification of the constant presheaf on C with value S; we will denote it by S.

(a). if X = (Xi → X)i∈I is a covering family, calculate Ȟ0(X , Spsh).

(b). Suppose that (C ,T ) is the category of open subsets of the topological space [0, 1], with
the usual topology. Show that (Spsh)

+ is a sheaf if and only if card(S) ≤ 1.

(c). Suppose that (C ,T ) is the category of open subsets of a locally connected topological
space X . Show that, for every open subset U of X , we have S(U) = Sπ0(U).

Solution.

(a). Suppose that I = ∅. Then
∏

i∈I F (Xi) and
∏

i,j∈I F (Xi ×X Xj) are both isomorphic to
the terminal object of Set, i.e. to a singleton, so Ȟ0(X , Spsh) is a singleton.

Suppose that I 6= ∅. Then
∏

i∈I F (Xi) = SI . Also, for all i, j ∈ I , the maps
S = F (Xi) → F (Xi ×X Xj) = S and S = F (Xj) → F (Xi ×X Xj) = S in-
duced by the two projections are idS . Let s = (si)i∈I ∈ SI . Then s ∈ Ȟ0(X ,F ) if and
only if, for all i, j ∈ I , the images of s by the projections from SI to its ith and jth factor
are equal, that is, if and only if si = sj for all i, j ∈ I . So the diagonal embedding S ⊂ SI

induces a bijection S ∼→ Ȟ0(X ,F ).

(b). Let F = (Spsh)
+, and let’s pretend that we have not read the next question yet.

Suppose that card(S) ≤ 1. If S is a singleton, then, for every open cover U = (Ui)i∈I
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of an open subset U of [0, 1], the canonical map F (U) →
∏

i∈I F (Ui) and the two maps∏
i∈I F (Ui) →

∏
i,j F (Ui ∩ Uj) are isomorphisms, so F (U)

∼→ Ȟ0(U ,F ). If S is
empty, this stays true as long as U and all the Ui are nonempty; as every open cover of a
nonempty open set can be refined by an open cover that has only nonempty elements, we
deduce again that F is a sheaf.

Suppose that F is a sheaf. Let U1 =]1/4, 1/2[, U2 =]1/2, 3/4[ and U = U1 ∪ U2; we
denote by U the open cover (U1, U2) of U . As U1 ∩ U2∅, question (a) implies that
Ȟ0(U ,F ) = S×S, and that the canonical map S = F (U)→ Ȟ0(U ,F )→ S×S is the
diagonal embedding. This is not bijection if card(S) ≥ 2, so we must have card(S) ≤ 1.

(c). Write F = (Spsh)
+; by (a), the set F (∅) is a singleton and we have F (V ) = S for every

nonempty open subset V of X .

LetU be an open subset of X . If U is empty, we already know that S(U) is a singleton,
hence isomorphic to S∅. Suppose that U is not empty. As U is locally connected, all
its connected components are open (as well as closed), so we have U =

∐
C∈π0(U) C

as a topological space. Using the open cover {C ∈ π0(U)} of U , we see that the map
S(U) →

∏
C∈π0(U) S(C) must be bijective. So it suffices to show that, if U is connected

and nonempty, then the canonical map S = F +(U)→ S(U) is bijective.

Let U be a nonempty connected subset of X , and let U = (Ui)i∈I be an open cover
of U . After replacing U by a refinement, we may assume that all the Ui are nonempty.
For every i ∈ I , we denote by I(i) the set of j ∈ I such that there exists a sequence
i0 = i, i1, . . . , in = j of elements of I such that Uir−1 ∩ Uir 6= ∅ for every r ∈ {1, . . . , n},
and we set Vi =

⋃
j∈I(i) Uj . Then the sets I(i) form a partition of I . If we choose a

subset K of I such that K intersects each I(i) in a singleton, then Vi ∩ Vj = ∅ if
i, j ∈ K and i 6= j, and U =

⋃
i∈K Vi, so U =

∐
i∈K Vi; but U is connected, so K

has only on element. Now let s = (si)i∈I ∈
∏

i∈I F (Ui) = SI . If i, j ∈ I , the two
images of s in F (Ui ∩ Uj) are si|Ui∩Uj and sj|Ui∩Uj , so teh equality of these two images
is an empty condition if Ui ∩ Uj = ∅, and it equivalent to the condition that si = sj
if Ui ∩ Uj 6= ∅. But we have just shown that, for all i, j ∈ I , there exists a sequence
i0 = i, i1, . . . , in = j of elements of I such that Uir−1 ∩ Uir 6= ∅ for every r ∈ {1, . . . , n},
and we set Vi =

⋃
j∈I(i) Uj . So s ∈ Ȟ0(U ,F ) if and only if si = sj for all i, j ∈ I;

in other words, the map S = F (U) → Ȟ0(U ,F ) is bijective. So we conclude that
S = F (U)

∼→ Ȟ0(U,F ) = S(U).

�

A.5.3 Points

Let (C ,T ) be a site. We are interested in the category Points(CT ) whose objects are func-
tors Sh(CT ) → Set that commutes with all small colimits and with finite limits, and whose
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morphisms are isomorphisms between such functors. 17

A reference for many of the results of this problem is MacLane and Moerdijk, Sheaves in
geometry and logic ([10]), especially Sections VII.5 and VII.6.

(a). Let C be an arbitrary category. Let A : C → Set be a functor. We denote by HomC (A, ·)
the functor Set→ PSh(C ) sending a set S to the presheaf X 7−→ HomSet(A(X), S).

(i) Show that the functor HomC (A, ·) commutes with all limits.

(ii) Show that the functor HomC (A, ·) admits a left adjoint, which we will denote by
(·) ⊗C A, and that ((·) ⊗C A) ◦ hC is isomorphic to A. (Hint: First try to construct
the adjoint on representable presheaves, and remember problem A.2.2(a).)

We say that the functor A : C → Set is flat if the functor (·) ⊗C A : PSh(C ) → Set
commutes with finite limits.

(iii) If A is flat, show that it commutes with all finite limits that exist in C .

(iv) Suppose that C has all finite limits and that A commutes with finite limits. Let F be
a presheaf on C . If X, Y are objects of C /F , x ∈ A(X) and y ∈ A(Y ), show that x
and y represent the same element of F ⊗C A if and only if there exists an object Z
of C , morphisms Z → X and Z → Y , and an element z ∈ A(Z) whose images in
A(X) and A(Y ) are x and y respectively.

(v) If C has all finite limits, show that A is flat if and only if it commutes with finite
limits. (Hint : To show that a functor commutes with finite limits, it suffices to show
that it sends the final object to the final object and commutes with fibered products.
You can admit this easy fact.)

(vi) Suppose that C has all finite limits. If T is the trivial pretopology on C (so that
Sh(CT ) = PSh(C )), show that Points(CT ) is equivalent to the category of flat
functors C → Set (with morphisms being isomorphisms between these functors).

(b). Let (C ,T ) be a site. A flat functor A : C → Set is called continuous if, for every
covering family (Xi → X)i∈I in C , the map

∐
i∈I A(Xi)→ A(X) is surjective.

For every X ∈ Ob(C ), we denote by Xsh the sheafification of the representable presheaf
HomC (·, X). This defines a functor C → Sh(CT ), that commutes with finite limits.

(i) Let (fi : Xi → X)i∈I be a covering family. We consider the morphisms

∐
i,j∈I

(Xi ×X Xj)
sh

f
//

g
//

∐
i∈I

Xsh
i

h // Xsh

17The idea of this definition is that we are abstracting the formal properties of stalk functors on the category of
sheaves on a topological space.
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where h =
∐

i∈I f
sh
i and f (resp. g) is equal on (Xi ×X Xj)

sh to the image by
(.)sh : C → Sh(CT ) of the first (resp. second) projection Xi ×X Xj → Xi (resp.
Xi ×X Xj → Xj).

Show that h is the cokernel of (f, g) in the category Sh(CT ).

(ii) Let A : C → Set be a flat functor, and suppose that (·) ⊗C A : PSh(C ) → Set

factors as PSh(C )
(·)sh

→ Sh(CT )
xA→ Set. Show that xA is an object of Points(CT ).

(iii) If A : C → Set satisfies the hypothesis of the previous question, show that A is
continuous. 18

(c). Let (C,≤) be a preordered set. We see C as a category by taking HomC(a, b) to be a
singleton if a ≤ b, and empty otherwise.

(i) Let (ai)i∈I be a family of objects of C. Give a description of
∐

i∈I ai and
∏

i∈I ai in
(pre)ordered set terms.

(ii) Give a similar translation of the property “C has all finite limits”.

From now on, se suppose thatC has all finite limits, and we fix a flat functorA : C → Set.

(iii) Show that card(A(a)) ≤ 1 for every a ∈ C.

(iv) Show that the set IA = {a ∈ C | A(a) 6= ∅} is a nonempty upper order ideal. (That
is, if a ∈ IA and a ≤ b, then b ∈ IC .)

(v) If T is any Grothendieck pretopology on C, show that the points of CT don’t have
any nontrivial automorphisms.

(vi) Suppose that any family (ai)i∈I of elements of C has a least upper bound
sup(ai, i ∈ I). We say that a family of morphisms (ai → a)i∈I in C is covering if
a = sup(ai, i ∈ I). Suppose that this defines a pretopology on C. If A is continuous,
show that IA is a completely prime upper order ideal, that is, if sup(ai, i ∈ I) ∈ IA,
then at least one of the ai is in IA.

(d). Let X be a topological space, let C = Open(X), and let T be the usual topology on
X . Remember that a nonempty closed subset Z of X is called irreducible if, whenever
Z ⊂ Y1 ∪ Y2 with Y1, Y2 closed subsets of X , we have Z ⊂ Y1 or Z ⊂ Y2.

(i) Show that a nonempty closed subset Z of X is irreducible if, for every open subset
U of Z, the set Z ∩ U is either empty or dense in Z.

(ii) Let Z be an irreducible closed subset of X , and let VZ be the set of open subsets U
of X such that Z ∩ U 6= ∅. For every sheaf F on X , we set

FZ = lim−→
U∈Ob(V op

Z )

F (U).

18In fact, the converse is true : points of CT correspond to flat continuous functors C → Set.
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Show that this defines a point of CT .

(iii) Let x : Sh(CT ) → Set be a point, and let A : C → Set be the corresponding flat
continuous functor. Let

Z = X −
⋃

U∈Ob(C ), A(U)=∅

U.

Show that Z is an irreducible closed subset of X , and that x is isomorphic to the
functor F 7−→ FZ . 19

(iv) If x1 and x2 are points of CT and Z1 and Z2 are the corresponding closed irreducible
subsets of X , show that there exists a morphism from x1 to x2 if and only if Z1 ⊂ Z2.

(e). Let X = [0, 1] with the Lebesgue measure. We take C to be the category whose objects
are Lebesgue-measurable subsets E of [0, 1], and such that HomC (E,E ′) is a singleton if
E ′−E has measure 0, and the empty set otherwise. We put the Grothendieck pretopology
on C whose covering families are countable families (En → E)n∈N such thatE−

⋃
n∈NEn

has measure 0. (You can admit that this is a pretopology; it is not very hard.)

(i) Show that the category Sh(CT ) is not empty.

(ii) Show that the category Points(CT ) has no objects (that is, CT has no points).

Solution.

(a). (i) Let α : I → Set be a functor, with I a small category. We want to show that the
canonical morphism

HomC (A, ·)(lim←−α)→ lim←−(HomC (A, ·) ◦ α)

is an isomorphism in PSh(C ). For every X ∈ Ob(C ), if we evaluate this morphism
at X , we get the canonical morphism

HomSet(A(X), lim←−α)→ lim←−
i∈Ob(I )

HomSet(A(X), α(i))

(where we use Proposition I.5.3.1 to calculate the right-hand side), which is an iso-
morphism by definition of the limit.

(ii) By Proposition I.4.7 , it suffices to show that, for every presheaf F on C , the functor
Set→ Set, S 7−→ HomPSh(C )(F ,HomC (A, S)) is representable.

Suppose first that F = hX = HomC (·, X) is a representable
presheaf. By the Yoneda lemma, for every set S, the map

19So we have shown that points of CT correspond to closed irreducible subsets of X . If X is sober, that is, if every
closed irreducible subset has a unique generic point, then points of CT correspond to points of X , but this is not
true in general.
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HomPSh(C )(hX ,HomC (A, S)) → HomC (A, S)(X) = HomSet(A(X), S)
sending u : hX → HomC (A, S) to u(X)(idX) is bijective. An easy verifica-
tion shows that this map defines an isomorphisms of functors. So the functor
S 7−→ HomPSh(C )(hX ,HomC (A, S)) is represented by the set A(X). Also, if
f : X → Y is a morphism of C and hf : hX → hY is its image by the Yoneda
embedding, then we have a commutative diagram, for every set S:

HomPSh(C )(hY ,HomC (A, S)) ∼ //

(·)◦hf
��

HomSet(A(Y ), S)

(·)◦A(f)

��

HomPSh(C )(hX ,HomC (A, S)) ∼ // HomSet(A(X), S)

Indeed, let u ∈ HomPSh(C )(hY ,HomC (A, S)). Then its image in HomSet(A(X), S)
by the upper right path of the diagram is u(Y )(idY ) ◦A(f), and its image by the left
bottom path of the diagram is (u ◦ hf )(X)(idX) = u(X)(f) = u(X)(idY ◦ f). But
these two are equal because, as u is a morphism of presheaves, we have a commuta-
tive diagram:

hY (X) HomC (Y,X)
u(X)

// HomS(A(X), S)

hY (Y ) HomC (X,X)
u(Y )

//

(·)◦f

OO

HomSet(A(Y ), S)

(·)◦A(f)

OO

It remains to show that the functor S 7−→ HomPSh(C )(F ,HomC (A, S)) is repre-
sentable for an arbitrary presheaf F on C . As in problem A.2.2, consider the cat-
egory C /F and the functor GF : C /F → C . We have shown in question (a)
of that problem that there is a canonical isomorphism lim−→(hC ◦ GF )

∼→ F . Let
F ⊗C A = lim−→(A ◦GF ) = lim−→X∈Ob(C /F )

A(X). Then we have, for every set S,

HomPSh(C )(F ,HomC (A, S)) ' HomPSh(C )(lim−→(hC ◦GF ),HomC (A, S))
∼→ lim←−

X∈Ob(C /F )

HomPSh(C )(hX ,HomC (A, S))

∼→ lim←−
X∈Ob(C /F )

HomSet(A(X), S))

' HomSet(F ⊗C A, S).

These isomorphisms are all easily seen to be functorial in S, so the set F ⊗C A
represents the functor S 7−→ HomPSh(C )(F ,HomC (A, S)).

(iii) We know that ((·)⊗C A) ◦ hC ' A by (ii), and that hC commutes with all limits that
exist in C by definition of limits, so, if (·)⊗C A commutes with finite limits, so does
A.
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(iv) By Theorem I.5.2.1, we have F ⊗C A =
∐

X∈Ob(C /F )A(X)/ ∼, where ∼ is the
equivalence relation generated by the relation R defined by: if X, Y ∈ Ob(C /F )
and x ∈ A(X), y ∈ A(Y ), then xRy if there exists a morphism f : X → Y in C /F
such that A(f)(x) = y.

Let R′ be the relation on
∐

X∈Ob(C /F ) A(X) defined in the question. We clearly
have xRy ⇒ xR′y ⇒ x ∼ y (with the same notation as in the previous para-
graph), so it suffices to show that R′ is an equivalence relation. It is clearly re-
flexive and symmetric. We show that it is transitive. Let X1, X2, X3 be objects
of C /F and x1 ∈ A(X1), x2 ∈ A(X2), x3 ∈ A(X3) such that x1R

′x2 and
x2R

′x3. This means that we have Y1, Y2 ∈ Ob(C ), morphisms f1 : Y1 → X1,
f2 : Y1 → X2, g1 : Y2 → X2, g2 : Y2 → X3 in C /F and elements y1 ∈ A(Y1)
and y2 ∈ A(Y2) such that A(f1)(y1) = x1, A(f2)(y1) = x2, A(g1)(y2) = x2 and
A(g2)(y2) = x3. Let Z = Y1 ×X2 Y2, let p : Z → Y1 and q : Z → Y2, and let
z = (y1, y2) ∈ A(Z) = A(Y1)×A(X2) A(Y2).

Z
p

~~

q

  

Y1

f1

~~

f2

  

Y2

g1

~~

g2

  

X1 X2 X3

Then A(f1 ◦ p)(z) = x1 and A(g2 ◦ q) = x3, so x1R
′x3.

(v) Suppose that A commutes with finite limits. We want to show that it is flat.

Let ∗ be the final object of C (i.e. the limit of the unique functor ∅→ C ). Then the
final object of PSh(C ) is the presheaf h∗, which is also isomorphic to the constant
presheaf with value a fixed singleton. The functor Gh∗ : C /h∗ → C is an isomor-
phism of categories, so, to show that h∗⊗C A is a final object of Set, we need to show
that S := lim−→X∈Ob(C )

A(X) is a singleton. We have a morphism A(∗)→ S and A(∗)
is a final object in Set, i.e. a singleton, so S is not empty. Let X, Y ∈ Ob(C ),
x ∈ A(X) and y ∈ A(Y ). Then (x, y) is an element of A(X × Y ) ' A(X)×A(Y ),
and, if p1 : X × Y → X and p2 : X × Y → Y are the two projections, then
A(p1)(x, y) = x and A(p2)(x, y) = y. So x ∈ A(X), (x, y) ∈ A(X × Y ) and
y ∈ A(Y ) define the same element of S. This shows that card(S) ≤ 1, hence that S
is a singleton because S is not empty.

We now show that the functor (·)⊗C A commutes with fiber products. Let F →H
and G → H be morphisms in PSh(C ), let E = F ⊗C A, E ′ = G ⊗C A,
E ′′ = H ⊗C A and F = (F ×H G ) ⊗C A. Applying the functor (·) ⊗C A to
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the commutative diagram
F ×H G //

��

G

��

F //H

we get a commutative diagram
F //

��

E ′

q
��

E p
// E ′′

and we want to show that this induces an isomorphism from F to the fiber product
E ×E′′ E ′. So let S be another set, and let u : S → E, v : S → E ′ be maps such
that p ◦ u = q ◦ v. We want to show that these maps factor uniquely through a map
w : S → F . Let s ∈ S. To make the notation less cumbersome, we will use the
Yoneda embedding to identify C to a full subcategory of PSh(C ), so we write X
instead of hX if X ∈ Ob(C ). Choose an object X → F of C /F , an object Y → G
of C /G and elements x ∈ A(X) and y ∈ A(Y ) such that x represents u(s) and y
represents v(s). The fact that p(u(s)) = q(v(s) means that there exists an object Z
of C , a commutative diagram

Z //

  

Y // G

!!

X //F //H

in PSh(C ) and z ∈ A(Z) such that the images of z in A(X) and A(Y ) are x and
y. The diagram we just wrote gives a morphism Z → F ×H G in PSh(C ), so we
get an object of C /(F ×H G ), and, if w : S → F existed, we would necessarily
have that w(s) is the element of F represented by z. This proves the uniqueness of
w. To prove its existence, we need to show that other choices of representatives of
u(s) and v(s) would give the same element of F . So suppose that we have another
commutative diagram

Z ′ //

  

Y ′ // G

!!

X ′ //F //H

and an element z′ ∈ A(Z ′) such that the image x′ of z′ in A(X ′) is a representa-
tive of u(s) and the image y′ of z′ in A(Y ′) is a representative of v(s). We must
show that z and z′ represent the same element of F . As x and x′ represent the
same element u(s) of E, there exists an object X ′′ of C , morphisms X ′′ → X and
X ′′ → X ′ and an element x′′ ∈ A(X ′′) whose images in A(X) and A(X ′) are x
and x′ respectively. Similarly, we get Y ′′ → Y , Y ′′ → Y ′ and y′′ ∈ A(Y ′′). Now
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replacing X by X ′′, Z by X ′′ ×X Z, the morphism Z → X by the first projection
X ′′×X Z → X ′′, the morphism Z → Y by the composition of the second projection
X ′′ ×X Z → Z and of Z → Y , x ∈ A(X) by x′′ ∈ A(X ′′) and z ∈ A(Z) by
(x′′, z) ∈ A(X ′′ ×X Z) = A(X ′′) ×A(X) A(Z), we may assume that there is a mor-
phism X → X ′ such that the image of x in A(X ′) is x′. Playing the same game with
Y ′′ → Y (that is, replacing Z with Y ′′ ×Y Z etc), we may also assume that Y ′′ = Y
and y′′ = y. We now have w commutative diagram

Z ′

))

""

))
Y // Y ′ // G

!!

F ×H G

::

$$

H

Z

55

//

GG

X // X ′ //F

==

and element z ∈ A(Z), z′ ∈ A(z′) such that the images of z in A(X) and A(Y ) are x
and y respectively, that the images of z′ inA(X ′) andA(Y ′) are x′ and y′ respectively,
the image of x in A(X ′) is x′ and the image of y in A(Y ′) is y′.

z′ �

''

/ ''
y � // y′

z � //
A

@@

x � // x′

LetZ ′′ = Z×X′×Y ′Z ′, and let z′′ = (z, z′) ∈ A(Z×X′×Y ′Z ′) = A(Z)×A(X′)×A(Y ′)A(Z ′).
To show that z, z′ and z′′ induce the same element of F (which will finish the proof), it
suffices to show that the morphisms Z ′′ → Z → F×H G and Z ′′ → Z ′ → F×H G
are equal. But these morphisms become equal after we compose them with the two
projections from F ×H G to F and G , so they are equal by the universal property
of the fiber product.

(vi) If A : C → Set is a flat functor, then the functor xA = (·) ⊗C A : PSh(C ) → Set
commutes with all colimits (as a left adjoint) and with finite limits (by flatness of A),
so it is an object of Points(CT ). Also, the construction of (·)⊗C A in the solution of
(ii) is clearly functorial in A.

Conversely, let x : PSh(C ) → Set be an object of Points(CT ), and let
Ax = x ◦ hC : C → Set. Then Ax is a flat functor because both hC and x commutes
with finite limits, so we get a functor from Points(CT ) to the category of flat functors
C → Set (with isomorphisms of such functors as morphisms). Moreover, if x is a
point, then it commutes with all colimits, so we have a canonical isomorphism for all
F :

x(F ) = x( lim−→
X∈Ob(C /F )

hX)
∼→ lim−→

X∈Ob(C /F )

x(hX) = lim−→
X∈Ob(C /F )

A(X) = F⊗CA = xAx(F ),

300



A.5 Problem set 5

and this gives an isomorphism of functors x ∼→ xAx .

Finally, ifA : C → Set is a flat functor, we have already seen in (ii) that xA◦hC ' A;
in other words, we have AxA ' A.

�

A.5.4 G-sets

Let G be a finite group, let C = G−Set be the category whose objects are sets with a left action
of G and whose morphisms are G-equivariant maps. We consider the pretopology T on C for
which a family (fi : Xi → X)i∈I is covering if and only if X =

⋃
i∈I fi(Xi). 20

Let A be G with its actionby left translations. More generally, for every subgroup H of G, we
denote by AH the set G/H with the action of G by left translations.

Useful fact: If X → Y is a surjective map in Set or G − Set, then it is the cokernel of the
two projections X ×Y X → X . (You still need to justify thisn if you want to use it.)

(a). Show that every object of G− Set is a coproduct of objects isomorphic to some AH .

(b). Calculate A×AH A in the category G− Set.

(c). Show that every representable presheaf on G− Set is a sheaf.

(d). Show the automorphisms of A in G−Set are exactly the maps cg : A→ A, a 7−→ ag, for
g ∈ G.

(e). If F is a presheaf on G − Set, show the family (F (cg))g∈G defines a left action of G on
F (A).

(f). Consider the functor Φ : Sh(CT )→ G− Set defined by Φ(F ) = F (A) and the functor
Ψ : F − Set→ Sh(CT ) fiven by Ψ(X) = HomG−Set(·, X). Show that Φ ◦Ψ ' idG−Set.

(g). Show that Ψ ◦ Φ ' idSh(CT ). (Hint: For any G-set X , if |X| is the set X with the trivial
G-action, then we have a surjective G-equivariant map A × |X| → X , (g, x) 7−→ g · x,
which induces an injection F (X)→

∏
x∈X F (A) = HomSet(X,F (A)).)

(h). Let x : Sh(CT ) → Set be the functor F 7−→ F (A), where we forget the action of
G on F (A) to see F (A) as a set. Show that every point of CT is isomorphic to x.
(See the beginning of Problem A.5.33 for the definition of points.) (Suggestion: if y
is a point, calculate y(Ψ({1})), then y(Ψ(A)), then construct a morphism of functors
HomG−Set(A, ·)→ y ◦Ψ, then show that it is an isomorphism.)

(i). Show that the group of automorphisms of the point x is isomorphic to G.

20It is very easy to check that this is a pretopology, you don’t need to do it.

301



A Problem sets

Solution.

(a). Let X be a set with an action of G. Then X is the disjoint union of its G-orbits, and a
G-orbit G · x is isomorphic to AH , where H is the stabilizer of x.

(b). Let B be the set G with the trivial action of G. We have a G-equivariant bijection
A×A→ A×B, (x, y) 7−→ (x, x−1y). (Where A×A is the direct product in G−Set, so
G acts via g · (x, y) = (gx, gy).) If H is a subgroup of G, this bijection sends the G-subset
A ×AH A = {(x, y) ∈ A × A | x−1y ∈ H} to A ×H , where the factor H has the trivial
action of G.

(c). This is exactly the content of the “useful fact” from the statement. Let’s prove it. Let E be
a G-set, and let (fi : Xi → X)i∈I be a covering family in G− Set. Let (ui : Xi → E)i∈I
be a family of G-equivariant maps such that, for all i, j ∈ I , the pullbacks of ui and uj to
Xi ×X Xj (by the two projectins) agree. This means that, for every x ∈ X , if xi ∈ f−1

i (x)
and xj ∈ f−1

j (x), then ui(x) = uj(x). As X =
⋃
i∈I fi(Xi), there exists a unique map

u : X → E such that u ◦ fi = ui for every i ∈ I , and it suffices to check that u is G-
equivariant. Let x ∈ X and g ∈ G; choose i ∈ I and xi ∈ Xi such that x = fi(xi); then
g · x = fi(g · xi), so u(g · x) = ui(g · xi) = g · u(xi) = g · u(x).

(d). It is clear that the cg are all automorphisms of A in G− Set.

Conversely, let ϕ : A → A be an automorphism in G − Set, and let g = ϕ(1). Then, for
everty h ∈ A, we have ϕ(h) = ϕ(h · 1) = h · ϕ(1) = hg. So ϕ = cg.

(e). For every g ∈ G, the map F (cg) is an automorphism of F (A) (in the category Set),
and we have F (c1) = idF (A) because c1 = idA. If g, h ∈ G, we have cgh = ch ◦ cg, so
F (cgh) = F (cg) ◦F (ch). So we do get a left action of G on F (A).

(f). The functor Φ is well-defined, because, if α : F → G is a morphism of sheaves and
g ∈ G, then α(A) ◦F (cg) = G (cg) ◦ α(A), so α(A) is a G-equivariant map.

Let X be a G-set. Then we have a map u(X) : Φ(Ψ(X)) = HomG(A,X) → X sending
f : A→ X to f(1), and this clearly defines a morphism of functors u : Φ ◦Ψ→ idG−Set.
We show that it is an isomorphism. If f, f ′ : A→ X are two G-equivariant maps such that
f(1) = f ′(1), then, for every g ∈ G, we have f(g) = f(g ·1) = g ·f(1) = g ·f ′(1) = f ′(g).
So u(X) is injective. Let x ∈ X , and define a map f : A → X by f(g) = g · x; then f is
G-equivariant, and u(X)(f) = x; so u(X) is surjective.

(g). If F is a sheaf, then Ψ(Φ(F )) = HomG−Set(·,F (A)), so we must find an isomorphism
of sheaves HomG−Set(·,F (A)) ' F that is functorial in F .

Let F be a sheaf. For every G-set X , let pX : A × |X| → X ,
(g, x) 7−→ g · x be the G-equivariant surjection of the hint.
It is a covering family in G-set, hence induces an injection
ι(X,F ) : F (X)→ F (A× |X|) = F (

∐
x∈X A) =

∏
x∈X F (A) = HomSet(X,F (A)),

that is a morphism of functors in X in F . We first check that the image of ι(X,F ) is
contained in the set G-equivariant maps. Write A × |X| =

∐
x∈X Ax, with Ax = A for
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every x ∈ X; we have pX|Ax(g) = g · x, for g ∈ A and x ∈ X . Let x ∈ X and g ∈ G; we
set y = g · x. Then we have a commutative diagram in G− Set:

A
cg
//

c1
��

Ax

pX|Ax
��

Ay pX|Ay
// X

So, if e ∈ F (X) and u = ι(X,F )(e) : X → F (A), then
F (cg)(u(x)) = F (c1)(u(g · x)). This shows that u is G-equivariant.

To finish the proof, we must show that ι(X,F ) is surjective for every G-set X and every
sheaf F . Fix F .

If X = A, then pA : A × |A| → A is the map (g, h) 7−→ gh; if we write as before
A × |A| =

∐
h∈GAh with Ah = A for every h, then pA|Ah = ch for every h ∈ G.

So F (pA) : F (A) → (F (A))A = HomSet(A,F (A)) is the map sending e ∈ F (A)
to A → F (A), g 7−→ F (cg)(e). It is easy to see that every G-equivariant map
u : A→ F (A) is of this form (take e = u(1)). So ι(A,F ) is surjective, hence bijective.

Note that the functors F and HomG−Set(·,F (A)) both send coproducts to products. For
the second functor, this is by definition of a coproduct. For the first functor, suppose that
X =

∐
i∈I Xi. Then the then the family of injections (Xi → X)i∈I is covering and

Xi ×X Xj = ∅ for i 6= j, so the morphism F (X)→
∏

i∈I F (Xi) is bijective. So if X is
a disjoint union of copies of A, then ι(X,F ) is a bijection.

Let X be an arbirtrary G-set. We have a surjective G-equivariant map
pX : A × |X| =

∐
x∈X Ax → X , where Ax = A for every x ∈ X and pA|Ax

sends g ∈ A to g · x. Let x, y ∈ X . Then we have a G-equivariant isomorphism
Ax ×X Ay = {(g, h) ∈ A×A | g · x = h · y} ∼→ A×Gy,x, (g, h) | (g, g−1h), where Gx,y

is the set {g ∈ G | g · y = x} with the trivial action of G; in particular, Ax ×X Ay is a
disjoint union of copies of A. So P := (A× |X|)×X (A× |X|) also is a disjoint union of
copies of A. Let p1, p2 : P → A× |X| be the two projections. Then we have commutative
diagrams

F (X)

ι(X,F )

��

F (pX)
//F (A× |X|)

ι(A×|X|,F )

��

F (pi)
//F (P )

ι(P,F )

��

HomG−Set(X,F (A))
p∗X

// HomG−Set(A× |X|,F (A))
p∗i

//F (P )

for i = 1, 2, the maps F (pX) : F (X) → F (A × |X|) and
p∗X : HomG−Set(X,F (A)) → HomG−Set(A × |X|,F (A)) are the kernels of
(F (p1),F (p2)) and (p∗1, p

∗
2) respectively (because F and HomG−Set(·,F (A)) are

sheaves), and the maps ι(A × |X|,F ) and ι(P,F ) are bijective by the previous
paragraph, so ι(X,F ) is bijective.
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(h). Note that x ◦ Ψ : G − Set → Set is the functor X 7−→ HomG−Set(A,X). For every
G-set X , we have a bijection HomG−Set(A,X)

∼→ X sending u : A → X to u(1), and
this gives an isomorphism from x ◦Ψ to the forgetful functor G−Set→ Set. As Ψ is an
equivalence of categories by (f) and (g), this shows that x commutes with all small limits
and colimits, and in particular that it is a point.

Let y : Sh(CT )→ Set be a point, that is, a functor that commutes with all small colimits
and all finite limits. The functor F := y ◦Ψ : G−Set→ Set has the same property, so it
sends the terminal object AG of G− Set to a terminal object of Set, i.e. a singleton. For
every nonempty G-set X , the unique map X → AG identifies AG to the cokernel of the
two projections X ×X → X , so F (AG)→ F (X) is a kernel morphism, hence injective,
and so F (X) is not empty.

We calculate F (A). We have an isomorphism ofG-setsA×A ∼→
∐

x∈GAx, whereAx = A
for every x ∈ G, sending (g, h) ∈ A × A to g ∈ Ag−1h. Let q1, q2 :

∐
x∈GAx → A

be the map corresponding to the two projections p1, p2 : A × A → A by this iso-
morphism. Then, for every x ∈ G, we have q1|Ax = idA and q2|Ax = cx. Ap-
plying F and using the fact that F commutes with coproducts and finite products, we
get two maps F (q1), F (q2) :

∐
x∈G F (Ax) → F (A), such that F (q1)|F (Ax) = idF (A)

and F (q2)|F (Ax) = F (cx) for every x ∈ G, and such that the induced map
(F (q1), F (q2)) :

∐
x∈G F (Ax) → F (A) × F (A) is bijective. Let e ∈ F (A) (we

know that F (A) 6= ∅ by the previous paragraph). Then (q1, q2) induces a bijection∐
x∈G{e}

∼→ {e} × F (A), so we get a bijection ι : F (A)
∼→ G = A, and it is easy

to see that ι ◦ F (cx) = cx ◦ ι for every x ∈ G.

Now that we have an isomorphism ι : F (A)
∼→ A, we can construct a morphism of functors

α from x ◦ Ψ = HomG−Set(A, ·) to F by sending f : A → X to F (f)(ι−1(1)) ∈ F (X).
We know that α(A) is bijective, so α(X) is bijective if theG-setX is a coproduct of copies
of A, because both functors commute with coproducts. As every G-set is the cokernel of
two G-equivariant maps between coproducts of copies of A (see the solution of (g)), and
as both functors commute with cokernel, α(X) is an isomorphism for every X .

(i). As Ψ is an equivalence of categories, it suffices to calculate the group of automorphisms
of x ◦ Ψ. We can apply the other Yoneda lemma (see for example Corollary I.3.2.8):
as x ◦ Ψ is a representable functor, every automorphism of this functor comes from an
automorphism of the representing object, that is, of A. So, by question (d), every auto-
morphism of x ◦ Ψ is of the form HomG−Set(cg, ·). If g, h ∈ G, then cgh = ch ◦ cg,
so HomG−Set(cgh, ·) = HomG−Set(cg, ·) ◦ HomG−Set(ch, ·). So we get an isomorphism
G
∼→ Aut(x ◦Ψ).

�
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A.6 Problem set 6

We make the following useful convention: if (x0, . . . , xn) is some list and if i ∈ {0, . . . , n}, then
(x0, . . . , x̂i, . . . , xn) means (x0, . . . , xi−1, xi+1, . . . , xn).

Also, if S is a set and Z(S) is the free Z-module on S, we denote the canonical basis of this
free module by (es)s∈S .

A.6.1 Salamander lemma

Prove the salamander lemma (Theorem IV.2.1.3).

Solution. If we turn the complex of (ii) 90 degree to the left and see it as a complex in the
opposite category of A , then we are exactly in the situation of (i). So it suffices to prove (i).

We give names to some morphisms of the complex

•
β
��

• α //

δ
��

C

ι
��

γ

  

•
π
��

•
ζ
// A ε //

η

��

θ

  

B

µ
��

λ //

ν

��

•

• D

σ

��

ρ
// •

•

We check the exactness of the sequence at each object. By the Freyd-Mitchell embedding
theorem (Theorem III.3.1 ), we may assume that A is a category of left R-modules. (Hence take
elements in the objects of A .)

In =A = Ker ε/ Im γ, the subobject Im(1) is the image of ι(Ker γ) ⊂ A, and
Ker(2) = (Ker ε ∩ (Im ι + Im ζ))/ Im ζ . So Im(1) ⊂ Ker(2). Conversely, take an ele-
ment of Ker(2), lift it to x ∈ Ker ε, and choose y ∈ C such that x ∈ ι(y) + Im ζ . Then
γ(y) ∈ ε(x)+ε(Im ζ) = 0, so y defines an element of C� = Ker γ/(Imα+Im β), so y ∈ Im(1).

In A� = Ker θ/(Im ι + Im ζ), the subobject Im(2) is the image of Ker ε ⊂ A, and Ker(3)
is the set of elements that have a lift x ∈ Ker θ such that ε(x) ∈ Im(γ). So we clearly have
Im(2) ⊂ Ker(3). Consider an element of Ker(3), choose a lift x ∈ Ker θ of that element such
that ε(x) = γ(y), for some y ∈ C. Then x − ι(y) and x have the same image in A�, and
ε(x− ι(y)) = 0, so the image of x in A� is in Im(2).
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In �B = (Kerλ ∩ Kerµ)/ Im γ, the subobject Im(3) is the image of ε(Ker θ) ⊂ B, and
Ker(4) is the set of elements of �B that have a lift x ∈ (Kerλ∩Kerµ)∩Im ε. So we clearly have
Im(3) ⊂ Ker(4). Conversely, consider an element of Ker(4), and choose a lift x ∈ Kerλ∩Kerµ
of this element such that we can write x = ε(y), with y ∈ A. Then θ(y) = µ(x) = 0, so
x ∈ ε(θ(y)), and its image in �B is in Im(3).

In =B = Kerλ/ Im ε, the subobject Im(4) is the image of Kerλ ∩ Kerµ ⊂ B, and Ker(5)
is the set of elements of =B that have a lift x ∈ Kerλ such that µ(x) ∈ Im(θ). So we clearly
have Im(4) ⊂ Ker(5). Conversely, consider an element of Ker(5), and choose a lift x ∈ Kerλ
of this element such that we can write µ(x) = θ(y), with y ∈ A. Then λ(x − ε(y)) = 0,
the elements x and x − ε(y) of Kerλ have the same image in =B, and µ(x − ε(y)) = 0, so
x− ε(y) ∈ Kerλ ∩Kerµ, and its image in =B is in Im(4).

�

A.6.2 Some bar resolutions

(a). Let S be a nonempty set. We define a complex of Z-modules X• by:

- Xn = 0 and dnX = 0 if n ≥ 2;

- X1 = Z and d1
X = 0;

- X0 = Z(S) and d0
X : X0 → X1 = Z sends every es to 1;

- if n ≥ 1, then X−n = Z(Sn+1) and d−n : Z(Sn+1) → Z(Sn) sends e(s0,...,sn) to∑n
i=0(−1)ie(s0,...,ŝi,...,sn), for all s0, . . . , sn ∈ S.

Show that X• is indeed a complex (i.e. that dn+1
X ◦ dnX = 0 for every n ∈ Z), and that it

is acyclic. (Hint: Fix s ∈ S. If n ≥ −1, consider the morphism t−n : X−n → X−n−1

sending e(s0,...,sn) to e(s,s0,...,sn).)

(b). Let G be a group. For every n ≥ 0, let Xn(G) = Z(Gn+1). By (a), we have an acyclic
complex of Z-modules X•, where X1 = Z, X−n = Xn(G) if n ≥ 0, Xn = 0 if n ≥ 2,
and the differentials are as in (a).

(i) We make G act as Xn(G) by g · e(g0,...,gn) = e(gg0,...,ggn), and we make G act trivially
on Z. Show that X• is an acyclic complex of Z[G]-modules.

(ii) Show that Xn(G) is a free Z[G]-module for every n ≥ 0. 21

Let In be the Z-submodule of Xn(G) generated by the e(g0,...,gn) such that gi = gi+1 for
some i ∈ {0, . . . , n− 1}.

(iii) Show that In is a free Z[G]-submodule of Xn(G) and that d−n(In) ⊂ In−1 for n ≥ 0,

21The complex X• is called the unnormalized bar resolution of Z as a Z[G]-module.
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with I−1 = {0}.

(iv) By the previous question, we get a complex of Z[G]-modules Y • such that Y n = 0
for ≥ 2, Y 1 = Z, Y −n = Xn(G)/In if n ≥ 0 and dnY is the morphism induced by dnX
for every n ∈ Z. Show that Y • is acyclic. (Hint: Try to imitate the method of (a).)
22

Solution.

(a). If we set S0 = {()} (the set whose only element is the empty sequence of elements of S),
then we can see X1 as the free Z-module on S0, with basis element 1 = e(). In this way,
the formula for d−n also works if n = 0.

We prove thatX• is a complex. If n ≥ 0, then dn+1◦dn = 0 because dn+1 = 0. We assume
that n ≥ 1 and we calculate d−n+1 ◦ ◦d−n : Z(Sn+1) → Z(Sn−1). Let s0, . . . , sn ∈ S. Then

d−n+1 ◦ d−n(e(s0,...,sn)) =
n∑
i=0

(−1)id−n+1(es0,...,ŝi,...,sn)

=
n∑
i=0

i−1∑
j=0

(−1)i+je(s0,...,ŝj ,...,ŝi,...,sn) +
n∑
i=0

n∑
j=i+1

(−1)i+j−1e(s0,...,ŝi,...,ŝj ,...,sn)

=
n∑
j=0

n∑
i=j+1

(−1)i+je(s0,...,ŝj ,...,ŝi,...,sn) +
n∑
i=0

n∑
j=i+1

(−1)i+j−1e(s0,...,ŝi,...,ŝj ,...,sn)

= 0.

We fix s ∈ S. We define tm : Xm → Xm−1 by tm = 0 for m ≥ 2,
and t−n : Z(Sn+1) → Z(Sn+2), e(s0,...,sn) 7−→ e(s,s0,...,sn) if n ≥ −1. We want
to prove that (tm)m∈Z is a homotopy between idX• and 0. We have to check that
idXm = tm+1 ◦ dm + dm−1 ◦ tm for every m ∈ Z. If m ≥ 2, then both sides are equal
to 0. If m = 1, then we want to check that idZ = d0 ◦ t1; the right hand side sends e() to
d0(es) = e(), so we get the desired identity. Suppose that m ≥ 0, and write n = −m. Let
(s0, . . . , sn) ∈ Sn+1. Then (t−n+1 ◦ d−n + d−n−1 ◦ t−n)(e(s0,...,sn)) is equal to

(t−n+1 ◦ d−n + d−n−1 ◦ t−n)(e(s0,...,sn))

=
n∑
i=0

(−1)ie(s,s0,...,ŝi,...,sn) + d−n(e(s,s0,...,sn))

=
n∑
i=0

(−1)ie(s,s0,...,ŝi,...,sn) + e(s0,...,sn) +
n∑
i=0

(−1)i+1e(s,s0,...,ŝi,...,sn)

= e(s0,...,sn).

So t−n+1 ◦ d−n + d−n−1 ◦ t−n = idX−n .
22The complex Y • is called the normalized bar resolution of Z as a Z[G]-module.
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(b). (i) As the formation of kernels and cokernsl commutes with the forgetful functor from
Z[G]Mod to Ab, and as we know that X• is an acyclic complex of Z-modules by (a),
it suffices to show that X• is a complex of Z[G]-modules, i.e. that its differentials are
Z[G]-linear. But this is clear from the definitions of the differentials and of the action
of Z[G].

(ii) It suffices to find a Z[G]-basis of Xn(G). If (g1, . . . , gn) ∈ Gn, then the mor-
phism Z[G] → Xn(G), a 7−→ a · e(1,g1,g1g2...,g1g2...gn) is injective with im-
age Vg1,...,gn := Span({e(h0,h1,...,hn), h−1

i−1hi = gi for 1 ≤ i ≤ n}. As
Xn(G) =

⊕
(g1,...,gn)∈Gn V(g1,...,gn) (because these subspaces are generated by mu-

tually disjoint subsets of the canonical basis of Xn(G)), we deduce that the family
(e(1,g1,g1g2,...,g1g2...gn))(g1,...,gn)∈Gn is a Z[G]-basis of Xn(G).

(iii) We have found a Z[G]-basis (e(1,g1,g1g2,...,g1g2...gn))(g1,...,gn)∈Gn of Xn(G) in (ii), and
the calculation of Vg1,...,gn = Z[G] · e(1,g1,g1g2,...,g1g2...gn) in the proof of that ques-
tion show that Vg1,...,gn is included in In if one of the gi is equal to 1, and that
Vg1,...,gn ∩ In = {0} otherwise. So In is the Z[G]-submodule of Xn(G) generated
by the e(1,g1,g1g2,...,g1g2...gn) such that at least one of the gi is equal to 1, and in particu-
lar it is a free Z[G]-submodule of Xn(G).

We check that d−n(In) ⊂ In−1. Let (g0, . . . , gn) ∈ Gn+1, and suppose that di = di+1

for some i ∈ {0, . . . , n− 1}. Then

d−n(e(g0,...,gn)) =
∑

j∈{0,...,n}−{i,i+1}

(−1)je(g0,...,ĝj ,...,gn) + (−1)ie(g0,...,gi−1,gi,gi+2,...,gn)

+ (−1)i+1e(g0,...,gi−1,gi+1,gi+2,...,gn)

=
∑

j∈{0,...,n−{i,i+1}

(−1)je(g0,...,ĝj ,...,gn).

The last sum is clearly in In−1.

(iv) It suffices to show that Y • is acyclic as a complex of Z-modules. Let
tm : Xm → Xm−1 be the morphisms of (a), for example for s = 1 (the unit el-
ement of G). Then, if n ≥ 0, t−n : Xn(G) → Xn+1(G) sends In to In+1, so
it induces a morphism tn : Y −n → Y −n+1. We also denote by t

1 the morphism
t1 : Y 1 = Z → Y 0 = X0(G) (note that I0 = {0}) and set tm = 0 for m ≥ 2. Then,
by (a), the family (tm)m∈Z defines a homotopy between idY • and 0.

�

A.6.3 Čech cohomology, part 1

This problem uses problem A.5.1.
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Let C be a category that admits fiber products, and let X = (f : Xi → X)i∈I be a family of
morphisms of C . If i0, . . . , ip ∈ I , we write Xi0,...,ip = Xi0 ×X Xi1 ×X . . . ×X Xip . For every
p ∈ Z, we define an abelian presheaf Cp(X ) ∈ Ob(PSh(C ,Z)) in the following way:

- if p < 0, then Cp = 0;

- if p ≥ 0, then
Cp(X ) =

⊕
i0,...,ip∈I

Z(Xi0,...,ip ).

We also define a morphism of presheaves dp : Cp(X )→ Cp−1(X ) in the following way:

- if p ≤ 0, then dp = 0;

- if p ≥ 1, then dp is given on the component Z(Xi0,...,ip ) by the morphism
Z(Xi0,...,ip ) →

⊕p
q=0 Z

(Xi0,...,iq−1,iq+1,...,ip
) ⊂ Cp−1(X ) equal to

∑p
q=0(−1)qδqi0,...,ip , where

δqi0,...,ip : Z(Xi0,...,ip ) → Z(Xi0,...,iq−1,iq+1,...,ip
) is the image of the canonical projection

Xi0,...,ip → Xi0,...,iq−1,iq+1,...,ip by the functor C
hC→ PSh(C )

Z(·)
→ PSh(C ,Z).

(a). Show that Ker(dp) ⊃ Im(dp+1) for every p ∈ Z and that this is an equality for p 6= 0.

Hint: For every object Y of C , we have

HomC (Y,Xi0,...,ip) =
∐

h∈HomC (Y,X)

HomC (Y,Xi0)h × . . .× HomC (Y,Xip)h,

where, for every i ∈ I , HomC (Y,Xi)h = {g ∈ HomC (Y,Xi) | fi ◦ g = h}. Set
Sh =

∐
i∈I HomC (Y,Xi)h and think of question A.6.22(a).

(b). Let ε : C0(X )→ Z(X) be the morphism that is equal on the component Z(Xi) to the image

of fi : Xi → X by the functor C
hC→ PSh(C )

Z(·)
→ PSh(C ,Z). Show that Ker(ε) = Im(d1).

For every p ∈ Z, we define a functor Čp(X , ·) : PSh(C ,Z) → Ab
by Čp(X ,F ) = HomPSh(C ,Z)(C

p(X ),F ), and a morphism of functors
dp : Čp(X , ·) → Čp+1(X , ·) by dp = HomPSh(C ,Z)(dp+1, ·). The family (Čp(X ,F ), dp)p∈Z
is called the Čech complex of F (relative to the family X ). For every p ≥ 0, we set
Ȟp(X ,F ) = Ker(dp(F ))/ Im(dp−1(F )). This is called the pth Čech cohomology group of
F (relative to the family X ). Note that the definition of Ȟp(X ,F ) is functorial in F , so
Ȟp(X , ·) is a functor from PSh(C ,Z) to Ab.

(c). Show that, for every abelian presheaf F and every p ≥ 0, we have

Čp(X ,F ) =
∏
i0,...,ip

F (Xi0,...,ip),

and that the definition of Ȟ0(X ,F ) given here generalizes that of Definition III.2.2.4.
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(d). If F is an injective object of PSh(C ,Z), show that Ȟp(X ,F ) = 0 for every p ≥ 1.

(e). Suppose that we have a Grothendieck topology T on C , that X is a covering family, and
that F is an injective object of Sh(CT ,Z). Show that Ȟp(X ,F ) = 0 for p ≥ 1 and that
Ȟ0(X ,F ) = F (X).

(f). Let F ∈ Ob(PSh(C ,Z)), let F → I • be an injective resolution of F in PSh(C ,Z).
Show that we have canonical isomorphisms

Hn(Ȟ0(X ,I •)) ' Ȟn(X ,F ).

23

Solution.

(a). If p = 0, then dp = 0, so Ker(dp) ⊃ Im(dp+1). If p ≤ −1, then Cp(X )(Y ) = 0, so
Ker(dp(Y )) = Im(dp+1(Y )) = 0. To treat the other cases, it suffices to prove that, for
every Y ∈ Ob(C ), we have Ker(dp(Y )) = Im(dp+1(Y )) for p ≥ 1.

We fix Y ∈ Ob(C ), and we use the notation of the hint. For every h ∈ HomC (Y,X), let
Sh =

∐
i∈I HomC (Y,Xi)h. Fix p ≥ 0. The fact that

HomC (Y,Xi0,...,ip) =
∐

h∈HomC (Y,X)

HomC (Y,Xi0)h × . . .× HomC (Y,Xip)h

for all i0, . . . , ip is obvious, so we get∐
(i0,...,ip)∈Ip+1

HomC (Y,Xi0,...,ip) =
∐

h∈HomC (Y,X)

Sp+1
h ,

and

Cp(X )(Y ) =
⊕

(i0,...,ip)∈Ip+1

Z(HomC (Y,Xi0,...,ip ))

=
⊕

h∈HomC (Y,X)

Z(Sp+1
h ).

So Cp(X )(Y ) is the direct sum indexed by h ∈ HomC (Y,X) of the terms of degree−p of
the complex of Problem A.6.2(a) for S = Sh, and dp : Cp(X )(Y ) → Cp−1(X )(Y )
is the direct sum of the differentials of this complex if p ≥ 1 (this follows immedi-
ately from the definition of dp). As the complex of A.6.2(a) is acyclic, this implies that
Ker(dp(Y )) = Im(dp+1(Y )) if p ≥ 1.

(b). Let Y ∈ Ob(C ). We use the same notation as in the solution of (a). Then

C0(X )(Y ) =
⊕

h∈HomC (Y,X)

Z(Sh),

23In other words, Ȟn(X , ·) is the nth right derived functor of Ȟ0(X , ·).
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Z(X)(Y ) = Z(HomC (Y,X)) =
⊕

h∈HomC (X,Y )

Z,

and ε(Y ) is the sum of the morphisms d0 : Z(Sh) → Z from Problem A.6.2(a). So the
result follows again from Problem A.6.2(a).

(c). The Čp(X ,F ) =
∏

i0,...,ip
F (Xi0,...,ip) follows immediately from the definition of

Cp(X ), the universal property of the direct sum and question (b) of Problem A.5.1.

In particular, we have Č0(X ,F ) =
∏

i∈I F (Xi) and Č1(X ,F ) =
∏

i,j∈I F (Xi×XXj),
and (by definition of d1 : C1(X )→ C0(X )) d0 : Č0(X ,F )→ Č1(X ,F ) sends a fam-
ily (si)i∈I to (p∗i,ijsi−p∗j,ijsj)i,j∈I , where pi,ij : Xi×XXj → Xi and pj,ij : Xi×XXj → Xj

are the two projections. So Ȟ0(X ,F ) = Ker(d0) is equal to the set Ȟ0(X ,F ) of Defi-
nition III.2.2.4.

(d). If F is an injective object of PSh(C ,Z), then the functor HomPSh(C ,Z)(·,F ) is exact, so
the statement follows from (a).

(e). The fact that Ȟ0(X ,F ) = F (X) follows from the end of (c) and from the definition of a
sheaf (see Remark III.2.2.5).

The inclusion functor Φ : Sh(CT ,Z) ⊂ PSh(C ,Z) is right adjoint to the sheafification
functor and the sheafification functor is exact, so Φ sends injective objects of Sh(CT ,Z)
to injective objects of PSh(C ,Z) by Lemma II.2.4.4. So the fact that Ȟp(X ,F ) = 0 for
p ≥ 1 follows from (e).

(f). Applying the functors Čp(X , ·) to the complex F → I •, we get a double complex in
PSh(C ,Z), whose pth row is Čp(X ,F ) → Čp(X ,I •), whose (−1)th column is the
complex Č•(X ,F ) and whose nth column is the complex Č•(X ,I n) for n ≥ 0 (the
other columns are 0).

We consider the double complex, where we write Čp(·) and Ȟ0(·) for Čp(X , ·) and
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Ȟ0(X , ·):

0

��

0

��

0

��

0

��

0 // 0 //

��

Ȟ0(I 0) //

��

Ȟ0(I 1) //

��

Ȟ0(I 2) //

��

. . .

0 // Č0(F ) //

��

Č0(I 0) //

��

Č0(I 1) //

��

Č0(I 2) //

��

. . .

0 // Č1(F ) //

��

Č1(I 0) //

��

Č1(I 1) //

��

Č1(I 2) //

��

. . .

0 // Č2(F ) //

��

Č2(I 0) //

��

Č2(I 1) //

��

Č2(I 2) //

��

. . .

...
...

...
...

Every column of this double complex except for the first one is exact by (d). Also, every
row except for the first one is exact, because the functor PSh(C ,Z) → Ab, G → G (Y )
is exact for every object Y of C , and direct products of exact sequences in Ab are exact.
So the ∞ × ∞ lemma (Corollary IV.2.2.4) gives a canonical isomorphism between the
cohomology of the first row and the cohomology of the first column, which is exactly what
the question is asking for.

�

A.6.4 The fpqc topology is subcanonical

LetA be a commutative ring andB be a commutativeA-algebra. For every n ≥ 1, we writeB⊗n

for the n-fold tensor product B ⊗A B ⊗A . . . ⊗A B. We consider the following sequence AB/A

of morphisms of A-modules:

0→ A
d0

→ B
d1

→ B⊗2 d2

→ B⊗3 → . . .

where the morphism A 0
B/A = A → A 1

B/A = B is the structural morphism and
dn : A n

B/A = B⊗n → A n+1
B/A = B⊗(n+1) is defined by

dn(b1 ⊗ . . .⊗ bn) =
n+1∑
i=1

(−1)i+1b1 ⊗ . . .⊗ bi−1 ⊗ 1⊗ bi ⊗ . . .⊗ bn.

For example, d1(b) = 1⊗ b− b⊗ 1 and d2(b1 ⊗ b2) = 1⊗ b1 ⊗ b2 − b1 ⊗ 1⊗ b2 + b1 ⊗ b2 ⊗ 1.
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(a). Show that AB/A is a complex. 24

(b). Suppose that the morphism of A-algebras A→ B has a section, that is, that there exists a
morphism of A-algebras s : B → A such that s ◦ d0 = idA. Show that AB/A is homotopic
to 0 as a complex of A-modules.

(c). Under the hypothesis of (b), show that AB/A ⊗AM is acyclic for every A-module M .

(d). We don’t assume that A → B has a section anymore. Let M be a A-module. Show that
we have a canonical isomorphism

B ⊗A (AB/A ⊗AM)
∼→ AB⊗AB/B ⊗B (M ⊗A B),

where we see B ⊗A B as a B-algebra via the morphism b 7−→ b⊗ 1.

(e). Suppose that the morphism A→ B is faithfully flat. Show that the complex AB/A ⊗AM
is acyclic fo every A-module M .
Remark. If (fi)i∈I is a family of elements generating the unit ideal of A, then
B :=

∏
i∈I Afi is a faithfully flat A-algebra, and, for any A-module M , the complex

AB/A ⊗AM is the Čech complex of the quasi-coherent sheaf on SpecA corresponding to
M for the open cover (Dfi)i∈I . Applying the result of (e), we see that the Čech cohomol-
ogy of any quasi-coherent sheaf on SpecA for the open cover (Dfi)i∈I is zero in degree
≥ 1.

Let A − CAlg be the the category of commutative A-algebras, and C = (A − CAlg)op; to
distinguish between objects of A − CAlg and C , we write SpecB for the object of C corre-
sponding to a commutative A-algebra B. We consider the fpqc topology on C ; this means that
covering families in C are morphisms SpecC → SpecB such that B → C is a faithfully flat
A-algebra morphism; also, if B = 0, then the empty family covers SpecB.

(f). Show that this is a Grothendieck pretopology on C .

(g). Let M be a A-module. We define a presheaf FM on C by FM(SpecB) = B ⊗A M ;
if SpecC → SpecB is a morphism of C , corresponding to a morphism of A-algebras
u : B → C, then FM(SpecB) = B ⊗A M → FM(SpecC) = C ⊗A M sends b ⊗m to
u(b)⊗m. Show that FM is a sheaf.

(h). Show that every representable presheaf on C is a sheaf.

Solution.

(a). This is very similar to the beginning of A.6.2(a). If a ∈ A, then 1⊗ a = a⊗ 1 in B ⊗A B,

24It is called the Amitsur complex, hence the notation.
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so d1 ◦ d0(a) = 0. Suppose that n ≥ 1, and let b1, . . . , bn ∈ B. Then

dn+1 ◦ dn(b1 ⊗ bn) = dn+1(
n+1∑
i=1

(−1)i+1b1 ⊗ . . .⊗ bi−1 ⊗ 1⊗ bi ⊗ . . . bn)

=
n+1∑
i=1

i∑
j=1

(−1)i+jb1 ⊗ . . .⊗ bj−1 ⊗ 1⊗ bj ⊗ . . . bi−1 ⊗ 1⊗ bi ⊗ . . . bn

+
n+1∑
i=1

n+1∑
j=i

(−1)i+j+1b1 ⊗ . . .⊗ bi−1 ⊗ 1⊗ bi ⊗ . . . bj−1 ⊗ 1⊗ bj ⊗ . . . bn

=
n+1∑
j=1

n+1∑
i=j

(−1)i+jb1 ⊗ . . .⊗ bj−1 ⊗ 1⊗ bj ⊗ . . . bi−1 ⊗ 1⊗ bi ⊗ . . . bn

+
n+1∑
i=1

n+1∑
j=i

(−1)i+j+1b1 ⊗ . . .⊗ bi−1 ⊗ 1⊗ bi ⊗ . . . bj−1 ⊗ 1⊗ bj ⊗ . . . bn

= 0.

(b). We write Cn = B⊗n for n ≥ 1, C0 = A, Cn = 0 for n ≤ −1, and we denote
dn : Cn → Cn+1 the morphism defined in the beginning. We define sn : Cn → Cn−1

in the following way:

- if n ≤ 0, then sn = 0;

- s1 = s : B → A;

- if n ≥ 2, then sn : B⊗n → B⊗(n−1) sends b1⊗. . .⊗bn to (−1)n−1s(bn)(b1⊗. . .⊗sn−1)
(this is A-linear in each bi, hence does define a morphism on the tensor product).

We claim that (sn)n∈Z is a homotopy between idC• and 0. To prove this claim, we have to
calculate the morphism gn := dn−1 ◦ sn + sn+1 ◦ dn for every n ∈ Z. If n ≤ −1, then
gn = 0 = idCn . If n = 0, then gn = s ◦ d0 = idA. Suppose that n ≥ 1. Then, for all
b1, . . . , bn ∈ B, we have that gn(b1 ⊗ . . .⊗ bn) is equal to

(−1)n−1s(bn)dn−1(b1 ⊗ . . .⊗ bn−1) + sn+1(
n+1∑
i=1

(−1)i+1b1 ⊗ . . .⊗ bi−1 ⊗ 1⊗ bi ⊗ . . .⊗ bn)

= s(bn)
n∑
i=1

(−1)i+nb1 ⊗ . . .⊗ bi−1 ⊗ 1⊗ bi ⊗ . . .⊗ bn−1

+
n∑
i=1

(−1)n+i+1s(bn)(b1 ⊗ . . .⊗ bi−1 ⊗ 1⊗ bi ⊗ . . .⊗ bn−1) + s(1)(b1 ⊗ . . .⊗ bn)

= b1 ⊗ . . .⊗ bn.

So gn = idCn .
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Note that the homotopy that we just constructed is A-linear, so AB/A is homotopic to 0 as
a complex of A-modules.

(c). As the functor (·) ⊗A M : AMod → AMod is additive and the complex of A-modules
AB/A is homotopic to 0, the complex AB/A⊗AM is also homotopic to 0, and in particular
acyclic.

(d). In degree 0, this isomorphism is the isomorphism B ⊗A (A ⊗A M) ' B ⊗B (M ⊗A B)
sending B ⊗ (1 ⊗ m) to b ⊗ (m ⊗ 1) = 1 ⊗ (m ⊗ b). If n ≥ 1, we have morphism
u : B⊗A(A n

B/A⊗AM)→ A n
B⊗AB/B⊗BM and v : A n

B⊗AB/B⊗BM → B⊗A(A n
B/A⊗AM)

defined by

u(b0 ⊗ (b1 ⊗ . . .⊗ bn ⊗m)) = ((1⊗ b1)⊗ . . .⊗ (1⊗ bn))⊗ (m⊗ b0)

and

v((b′1 ⊗ b1)⊗ . . .⊗ (b′n ⊗ bn)⊗ (m⊗ b0)) = (b0b
′
1 . . . b

′
n)⊗ (b1 ⊗ . . .⊗ bn ⊗m)

if b0, b1, b
′
1, . . . , bn, b

′
n ∈ B and M . It is easy to check that these morphisms are well-

defined and inverses of each other.

(e). Note that the structural morphism B → B⊗A B, b 7−→ b⊗ 1 has a section B⊗A B → B,
b1 ⊗ b2 7−→ b1b2 which is a morphism of B-algebras. So, by (c) and (d), the complex of
B-modules B⊗A (AB/A⊗AM) is acyclic. As B is a faithfully flat A-algebra, this implies
that the complex of A-modules AB/A ⊗AM is acyclic.

(f). We check the axioms of Definition III.2.1.1. Axiom (CF3) is clear, because an isomor-
phism of rings is faithfully flat. Axiom (CF2) says that the composition os two faithfully
flat morphisms of A-algebras is also faithfully flat, which is also true. Axiom (CF1) says
that, ifB → C andB → D are faithfully flat morphisms ofA-algebras, thenB → C⊗BD
is also faithfully flat, which is also true.

(g). The sheaf condition says that:

(1) If B = 0, then the sequence 0→ B ⊗AM → 0 is exact, which is certainly true.

(2) For every faithfully flat A-algebra morphism B → C, the sequence

0→M ′ f→ C ⊗B M ′ g→ (C ⊗B C)⊗B M ′

is exact, where M ′ = B ⊗AM , f sends m ∈ M ′ to 1⊗m ∈ C ⊗B M , and g sends
c⊗m ∈ C⊗BM to (1⊗ c)⊗m− (c⊗1)⊗m. This exactness follows from question
(e).

(h). Let D be a commutative A-algebra. We want to show that the presheaf HomC (·, SpecD)
is a sheaf. If we consider the empty cover of Spec(0), the sheaf condition says that
HomC (Spec(0), Spec(D)) = HomA−CAlg(D, 0) should be a singleton, which is true. Let
u : B → C be a faithfully flat morphism of commutative A-algebras. The sheaf condition
for the covering family SpecC → SpecB says that:
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(1) The map HomA−CAlg(D,B)→ HomA−CAlg(D,C), v 7−→ u ◦ v is injective; this is
true because u, being faithfully flat, is injective.

(2) If f : D → C is a morphism of A-algebras such that f(c)⊗ 1 = 1⊗ f(c) in C ⊗B C
for every c ∈ C, then there exists a morphism of A-algebras v : D → B such that
f = u ◦ v.

We prove (2). By (e), the kernel of the morphism g : C → C ⊗B C, c 7−→ 1⊗ c− c⊗ 1 is
u(B). The condition on f says that g ◦ f = 0; as u is injective, it implies that we can write
f = u ◦ v, for a uniquely determined A-linear morphism v : D → B. As u is an injective
morphism of A-algebras and f is a morphism of A-algebras, the map v is also a morphism
of A-algebras.

�

A.6.5 Čech cohomology, part 2

Let X be a topological space.

(a). Let 0 → F → G → H → 0 be a short exact sequence of abelian sheaves on X , and let
U be an open subset of X . Suppose that every open cover of U has a refinement U such
that Ȟ1(U ,F ) = 0. Show that the sequence

0→ F (U)→ G (U)→H (U)→ 0

is exact.

(b). Let B be a basis of the topology of X , and Cov be a set of open covers of open subsets of
X , such that:

(1) If (Ui)i∈I is in Cov, then
⋃
i∈I Ui and all the Ui0 ∩ . . . ∩ Uip are in B, for p ∈ N and

i0, . . . , ip ∈ I .

(2) If U ∈ B, then any open cover of U has a refinement in Cov.

Let I be the full category of injective objects in Sh(X,Z), and C be the full category
whose objects are abelian sheaves F such that Ȟn(U ,F ) = 0 for every U ∈ Cov and
every n ≥ 1. 25

(i) Show that C contains I and is stable by taking cokernels of injective morphisms.

(ii) If F is an object of C , show that, for every U ∈ B, we have H1(U,F ) = 0.

25For example, if X is a scheme, we could take B to be the set of open affine subschemes of X and U to be the
set of open covers of open affine subschemes of X by principal open affines, and then C would contain all the
quasi-coherent sheaves on X .

316



A.6 Problem set 6

(iii) Show by induction on n that, for every n ≥ 1, every U ∈ B and every object F of
C , we have Hn(U,F ) = 0.

(iv) Let F be an object of C and X = (Ui)i∈I be an open cover of X such that, for
every p ∈ N and all i0, . . . , ip, we have Ui0 ∩ . . .∩Uip ∈ B. Show that the canonical
morphism Ȟn(X ,F )→ Hn(X,F ) of Example IV.4.1.14(2) is an isomorphism for
every n ≥ 0. 26

Solution.

(a). We give names to the morphisms of the exact sequence: 0 → F
f→ G

g→ H → 0. Let
U be an open subset of X . We know that the sequence 0 → F (U) → G (U) → H(U) is
exact, so it suffices to show that G (U)→ H(U) is surjective.

Let s ∈ F (U). Choose an open cover U = (Ui)i∈I such that, for every i ∈ I , there exists
si ∈ G (Ui) such that g(si) = s|Ui . By the hypothesis, after replacing U by a refinement,
we may assume that Ȟ1(U ,F ) = 0. For i, j ∈ I , let sij = si|Ui∩Uj − sj|Ui∩Uj . As g(si)
and g(sj) are equal on Ui ∩ Ui, there exists tij ∈ F (Ui ∩ Uj) such that f(tij) = sij . If
i, j, k ∈ I , then we have

sij|Ui∩Uj∩Uk − sik|Ui∩Uj∩Uk + sjk|Ui∩Uj∩Uk = si|Ui∩Uj∩Uk − sj|Ui∩Uj∩Uk
− (si|Ui∩Uj∩Uk − sk|Ui∩Uj∩Uk) + sj|Ui∩Uj∩Uk − sk|Ui∩Uj∩Uk
= 0,

so the family (tij)(i,j)∈I2 ∈ Č1(U ,F ) is in the kernel of d1. As Ȟ1(U ,F ) = 0,
there exists (ti)i∈I ∈ Č0(U ,F ) =

∏
i∈I F (Ui) such that d0((ti)I∈I) = (tij)), that is,

tij = ti|Ui∩Uj − tj|Ui∩Uj . For every i ∈ I , let s′i = si − f(ti). Then, for i, j ∈ I , we have

s′i|Ui∩Uj − s
′
j|Ui∩Uj = sij − f(tij) = 0.

So there exists s′ ∈ G (U) such that s′|Ui = s′i for every i ∈ I . Moreover, we have
g(s′)|Ui = g(s′i) = g(si) = s|Ui for every i ∈ I , so g(s′) = s.

(b). (i) Let F be an object of I . We know that Ȟp(U ,F ) = 0 for every covering family
family U of an open subset of X and for every p ≥ 1 by question (e) of problem
A.6.3, so F is in C .

Now let 0 → F → G → H → 0 be an exact sequence of abelian sheaves
on X , and suppose that F and G are in C . By question (a), the sequence
0 → F → G → H → 0 is also exact as a sequence of abelian presheaves. Let
U ∈ Cov By problem A.6.2, the functors Ȟn(U , ·) are the right derived functors of
Ȟ0(U , ·) on the category PSh(X,Z), so we have a long exact sequence

. . .→ Ȟn(U ,G )→ Ȟn(U ,H )→ Ȟn+1(U ,F )→ Ȟn+1(U ,G )→ . . .

26If X is a scheme, this shows that, for every quasi-coherent sheaf F on X , the cohomology of F is isomorphism
to its Čech cohmology relative to any open affine cover of X .
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If n ≥ 1, then Ȟn(U ,G ) = 0 and Ȟn+1(U ,F ) = 0 by the hypothesis on F and G ,
so Ȟn(U ,H ) = 0. This shows that H is an object of C .

(ii) Let F be an object of C , let f : F → G be an injective morphism of abelian sheaves
with G an injective object of Sh(X,Z), and H = Coker(f). Let U ∈ B. Then we
have an exact sequence

0→ F (U)→ G (U)→H (U)→ H1(U,F )→ H1(U,G )→ . . .

But H1(U,G ) = 0 because G is injective, and the morphism G (U) → H (U) is
surjective by (i), so H1(U,F ) = 0.

(iii) We already know that the result holds for n = 1 by question (iii). Suppose that it
holds for some n ≥ 1. Let let F be an object of C . Choose an injective morphism
f : F → G with G an object of I , and let H = Coker f . Let U ∈ B. We have a
long exact sequence of cohomology

. . .Hn(U,H )→ Hn+1(U,F )→ Hn+1(U,G )→ . . .

By question (ii), the sheaf H is an object of C , so Hn(U,H ) = 0 by the in-
duction hypothesis. Moreover, as G is an injective object of Sh(X,Z), we have
Hn+1(U,G ) = 0. So Hn+1(U,F ) = 0.

(iv) We use the notation of Example IV.4.1.14(2) . By question (iii), for every p ∈ N, all
i0, . . . , ip ∈ I , and every q ≥ 1, we have

RqΦ(F )(Ui0 ∩ . . . ∩ Uip) = Hq(Ui0 ∩ . . . ∩ Uip ,F ) = 0.

By definition of Čech cohomology, this implies that, for every p ∈ N and every q ≥ 1,
we have Ȟp(X , RqΦ(F )) = 0. Let

Epq
2 = Ȟp(X , RqΦ(F ))⇒ Hp+q(X,F )

be the Čech cohomology to cohomology spectral sequence for the open cover X .
By the calculation we just did, we have Epq

2 = 0 if q ≥ 1, so the spectral sequence
degenerates at E2 and Epq

∞ = Epq
2 is zero unless q = 0. So for every p ∈ N, the

subobject Ep,0
∞ = Ep,0

2 = Ȟp(X ,F ) of Hp(X,F ) is actually equal to Hp(X,F ),
which shows that the morphism Ȟp(X ,F )→ Hp(X ,F ) is an isomorphism.

�

A.7 Problem set 7

A.7.1 Diagram chasing lemmas via spectral sequences

This problem will ask to reprove some of the diagram chasing lemmas using the two spectral
sequences of a double complex. This is circular, because of course the diagram chasing lemmas
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are used to establish the existence of the spectral sequences. The goal is just to get you used to
manipulating spectral sequences on simple examples.

(a). The∞×∞ lemma: Suppose that we have a double complex X = (Xn,m, dn,m1 , dn,m2 )
such that Xn,m = 0 if n < 0 or m < 0. Suppose also that the complexes (X•,n, d•,n1,X) and
(Xn,•, dn,•2,X) are exact if n 6= 0. Using the two spectral sequences of the double complex,
prove that we have canonical isomorphisms

Hn(X•,0, d•,01,X) ' Hn(X0,•, d0,•
2,X).

(Hint: Both spectral sequences degenerate at the first page.)

(b). The four lemma: Consider a commutative diagram with exact rows in A :

(*) A′ // B′
g
// C ′ // D′

A //

u

OO

B
f
//

v

OO

C //

w

OO

D

t

OO

Suppose that u is surjective and t is injective. We want to show that f(Ker v) = Kerw and
that Im v = g−1(Imw).

(i) Show that Im v = g−1(Imw) if and only if the morphism Coker v → Cokerw in-
duced by g is injective.

We consider the double complex X represented on diagram (*), with the convention that
all the objects that don’t appear are 0, the objectA is in bidegree (0, 0), the differential d1,X

is horizontal and the differential d2,X is vertical. (So, for example, X3,0 = C, X1,0 = A′

and X2,2 = 0.) Let IE and IIE the two spectral sequences of this double complex.

(ii) Show that IIE degenerates at the second page.

(iii) Show that H2(Tot(X)) = 0.

(iv) Write the first page of IE.

(v) Show that IE degenerates at the second page.

(vi) Show that f(Ker v) = Kerw and that Im v = g−1(Imw).

(c). The long exact sequence of cohomology: We consider a short exact sequence of com-
plexes 0 → A• → B• → C• → 0; to simplify the notation, we will assume that
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An = Bn = Cn = 0 for n < 0. Consider the following double complex X:

0 // 0 // 0 // . . .

C0 //

OO

C1 //

OO

C2 //

OO

. . .

B0 //

OO

B1 //

OO

B2 //

OO

. . .

A0 //

OO

A1 //

OO

A2 //

OO

. . .

where X0,0 = A, the differential d1,X (resp. d2,X) is represented horizontally (resp. ver-
tically), and Xn,m = 0 if n < 0, m < 0 or m ≥ 3. Let IE and IIE be the two spectral
sequences of X .

(i) Show that IE degenerates at the first page and that Hn(Tot(X)) = 0 for every n ∈ Z.

(ii) Calculate IIE1.

(iii) Show that IIE degenerates at the third page.

(iv) Show that IIE00
2 = IIE00

∞ and that IIE1q
2 = IIE1q

∞ for every q ≥ 0.

(v) Show that d0q
2 : IIE0q

2 → IIE2,q−1
2 is an isomorphism for every q ≥ 1.

(vi) Show that we have a long exact sequence

. . .→ Hn(A•)→ Hn(B•)→ Hn(C•)
δn→ Hn+1(A•)→ Hn+1(B•)→ . . .

where δn comes from a differential of the spectral sequence IIE.

Solution.

(a). Consider the two spectral sequences IE and IIE of the double complex X . We have
IEp,q

1 = Hq(Xp,•, dp,•2,X); as all the columns of the double complex are supposed exact
except for X0,•, this implies that IEpq

1 = 0 for p 6= 0. As IEpq
r is a subquotient of IEpq

q

for r ≥ 1, we deduce that IEpq
r = 0 for every r ≥ 1 and every p 6= 0, and in particular

dpqr : IEpq
r → IEp+r,q−r+1

r is the zero morphism if r ≥ 1, because its source or target is
0. So the spectral sequence IE degenerates at the first page, and we have IEpq

∞ = IEpq
1 .

Also, as X is a first quadrant double complex, the spectral sequence IE converges to
H•(Tot(X)), so we get

Hn(Tot(X)) = IE0,n
∞ = Hn(X0,•, d0,•

2,X).

On the other hand, we have IIEpq
1 = Hq(X•,p, d•,p1,X). As all the rows of the double complex

are supposed exact except for X•,0, this implies that IIEpq
1 = 0 if p 6= 0. Reasoning as in
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the first paragraph, we deduce that the spectral sequence IIE degenerates at the first page,
and that we have IIEpq

∞ = IIEpq
1 . As IIE converges to H•(Tot(X)), this gives canonical

isomorphisms
Hn(Tot(X)) = IIE0,n

∞ = Hn(X•,0, d•,01,X).

(b). (i) As Imw is the kernel of the canonical morphism C ′ → Cokerw, the subob-
ject g−1(Imw) of B′ is the kernel of the morphism B′

g→ C ′ → Cokerw,
which is also equal to the morphism B′ → Coker v → Cokerw, where the mor-
phism Coker v → Cokerw is induced by g. Note also that we always have
Im v ⊂ g−1(Imw), because g ◦ v = w ◦ f . So the kernel of the morphism
Coker v → Cokerw induced by g is g−1(Imw)/ Im v, which gives the result.

(ii) Let us give names to all the morphisms in the diagram:

A′
b // B′

g
// C ′

d // D′

A a
//

u

OO

B
f
//

v

OO

C c
//

w

OO

D

t

OO

As the rows are exact, we have IIE0,0
1 = Ker a, IIE0,3 = Coker c,

IIE0,1
1 = IIE0,2

1 = 0 = IIE1,1
1 = IIE1,2

1 = 0, IIE1,0
1 = Ker b, IIE1,3

1 = Coker d, and
the other IIEp,q

1 are all 0. In other words, the first page of IIE looks like this:

0 0 0

Coker c Coker d 0

0 0 0

0 0 0

Ker a Ker b 0

In particular, for every r ≥ 1, we have IIEpq
r = 0 if

(p, q) 6∈ {(0, 0), (3, 0), (1, 0), (1, 3)}, so, if r ≥ 2, every dpqr has its source or
target zero. Hence IIE degenerates at the second page, and IIE∞ = IIE2.

(iii) As X is a first quadrant double complex, the spectral sequences IE and IIE both
converge to the cohomology of Tot(X). Also, by the calculation in question (ii), for
all (p, q) ∈ Z such that p+ q = 2, we have IIEpq

∞ = IIEpq
2 = 0. So H2(Tot(X)) = 0.

(iv) By definition of IE, its first page is (where every term that doesn’t appear is 0):

0 0 0 0 0

0 Coker v Cokerw Coker t 0

Keru Ker v Kerw 0 0
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(v) For every r ≥ 1, we have IEpq
r = 0 unless p ∈ {0, 1}. In particular, if r ≥ 2, then

either the source of the target of dpqr is 0, so dpqr = 0. This shows that IE degenerates
at the second page, hence that IE∞ = IE2.

(vi) As IE∞ = IE2, there exists a filtration on H2(Tot(X)) whose quotients are the
Ep,2−p

2 . But we have seen in questino (iii) that H2(Tot(X)) = 0, so IEp,2−p
2 = 0 for

every p ∈ Z. On the other hand, by question (iv), we have IE2,0
2 = Kerw/f(Ker v),

IE1,1
2 = Ker(g : Coker v → Cokerw) and IE0,2

2 = 0. This shows that
Kerw = f(Ker v) and that the morphism Coker v → Cokerw induced by g is injec-
tive; by question (i), that last fact is equivalent to the fact that Im v = g−1(Imw), so
we are done.

(c). (i) As all the columns of the complex are exact, we have IEpq
1 = 0 for all p, q ∈ Z, so

the spectral sequence IE degenerates at the first page, and we have IE∞ = IE1 = 0.
Also, as X is a first quadrant double complex, the spectral sequence IE converges to
H•(Tot(X)), so Hn(Tot(X)) = 0 for every n ∈ Z.

(ii) Applying the formula for IIE1, we get that it is equal to:

· · · · · · · · · 0

H2(A•) H2(B•) H2(C•) 0

H1(A•) H1(B•) H1(C•) 0

H0(A•) H0(B•) H0(C•) 0

In other words, we have IIEpq
1 = 0 if p 6∈ {0, 1, 2}, IIE0,q

1 = Hq(A•),
IIE1,q

1 = Hq(B•) and IIE2,q
1 = Hq(C•).

(iii) By question (ii), we have IIEpq
r = 0 if r ≥ 1 and p 6∈ {0, 1, 2}. So, if r ≥ 3, then

either or target of dpqr : IIEpq
r → IIEp+r,q−r+1

e is 0, hence dpqr = 0. This shows that
IIE degenerates at the third page.

(iv) For every r ≥ 2 and every q ∈ Z, we have IIE1+r,q−r+1
r = 0 and IIE1−r,q+r−1

r = 0,
so d1,q

r : IIE1q
r → IIE1+r,q−r+1

r and d1−r,q+r−1
r : IIE1−r,q+r−1

r → IIE1,q
r are both

zero, so IIE1,q
r+1 = IIE1,q

r . This shows that IIE1,q
∞ = IIE1,q

2 for every q ∈ Z.

Also, if r ≥ 2, we have IIEr,−r+1
r = IIE−r,r−1

2 = 0, so d0,0
r : IIE0,0

r → IIEr,−r+1
r

and d−r,r−1
r : IIE−r,r−1

r → IIE0,0
r are both zero, so IIE0,0

r+1 = IIE0,0
r . This shows

that’ IIE0,0
∞ = IIE0,0

2 . (Note that we only used the fact that we have a first quadrant
spectral sequence in this paragraph.)

(v) As the spectral sequence IIE degenerates at the third page and its limit H•(Tot(X)) is
0 by question (i), we have IIEpq

3 = IIEp,q
∞ = 0 for all p, q ∈ Z. As IIE0,q

3 = Ker(d0,q
2 )

and IIE2,q−1
3 = Coker(d0,q

2 ), this shows that d0,q
2 is an isomorphisms for every q ∈ Z.

(vi) We have IIE0,0
2 = IIE0,0

∞ = 0 by questions (iv) and (v), so the morphism
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d0,0
1 : H0(A•) → H0(B•) is injective. Also, for every q ≥ 0, we have

IIE1,q
∞ = IIE1,q

2 = 0, so the sequence

Hq(A•)
d0,q

1→ Hq(B•)
d1,q

1→ Hq(C•)

is exact. Finally, we have seen in question (v) that, for every q ≥ 1, the morphism

d0,q
2 : IIE0,q

2 = Ker(d0,q
1 )→ IIE2,q−1

2 = Coker(d1,q−1
1 )

is an isomorphism; inverting it, we get an exact sequence

IIE1,q−1
1 = Hq−1(B•)

d1,q−1
1→ IIE2,q−1

1 = Hq−1(C•)
δq−1

→ IIE0,q
1 = Hq(A•)

d0,q
1→ IIE1,q

1 = Hq(B•).

Putting all these exact sequences together gives the long exact that we wanted.

�

A.7.2 Group cohomology

(a). Cohomology of cyclic groups: If G is a group, a ∈ Z[G] and M is a left Z[G]-module,
we denote by a : M → M the Z[Cn]-linear map x 7−→ a · x. For every n ≥ 1, we
denote by Cn the cyclic group of order n and by σ a generator of Cn, and we write
N = 1 + σ + σ2 + . . . + σn−1. We also write C∞ = Z and σ = 1 ∈ C∞. If
n ∈ {1, 2, . . .} ∪ {∞}, we have a Z[Cn]-linear map ε : Z[C∞] → Z sending each ele-
ment of Cn to 1 ∈ Z.

(i) If n ≥ 1, show that:

. . .→ Z[Cn]
N→ Z[Cn]

σ−1→ Z[Cn]
N→ Z[Cn]

σ−1→ Z[Cn]
ε→ Z→ 0

is an exact sequence.

(ii) If M is a Z[Cn]-module, show that:

Hq(Cn,M) =


MCn if q = 0
MCn/N ·M if q ≥ 2 is even
{x ∈M | N · x = 0}/(σ − 1) ·M if q is odd.

(iii) Show that
0→ Z[C∞]

σ−1→ Z[C∞]
ε→ Z→ 0

is an exact sequence.
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(iv) If M is a Z[C∞]-module, show that:

Hq(C∞,M) =


{x ∈M | σ · x = x} if q = 0
M/(σ − 1) ·M if q = 1
0 if q ≥ 2.

(b). Let n be a integer, and let G = Cn o C2 be the dihedral group of order 2n, where the
nontrivial element of C2 acts on Cn by multiplication by −1. Then K = Cn is a normal
subgroup of G, and G/K ' C2.

(i) Show that

Hq(Cn,Z) =


Z if q = 0
Z/nZ if q ≥ 2 is even
0 if q is odd,

and show that the nontrivial element of C2 acts by (−1)q/2 on Hq(Cn,Z) if q is even.

(ii) Calculate Hp(C2,H
q(Cn,Z)) for all p, q ≥ 0.

(iii) If n is odd, show that

Hm(G,Z) =


Z if m = 0
Z/2Z if m = 2 mod 4
Z/2nZ if m > 0 and m = 0 mod 4
0 if m is odd.

(c). Let G be a group, and suppose that G has a normal subgroup K such that G/K ' Z. Let
M be a Z[G]-module.

(i) Show that the Hochschild-Serre spectral sequence degenerates at E2.

(ii) We fix a generator σ of G/K and, for every q ∈ N, we
write Hq(K,M)σ = {x ∈ Hq(K,M) | σ(x) = x} and
Hq(K,M)σ = Hq(K,M)/(σ − 1) ·Hq(K,M).

Show that H0(G,M) = H0(K,M)σ, and that we have short exact sequences

0→ Hm−1(K,M)σ → Hm(G,M)→ Hm(K,M)σ → 0

for every m ≥ 1.

(d). Let G be a group.

(i) If K is a central subgroup of G, show that G/K acts trivially on H∗(K,Z) and on
H∗(K,Z).

Let σ be an element of infinite order in the center of G, and K = 〈σ〉. Let M be a
Z[G]-module. We write Mσ = {x ∈M | σ · x = x} and Mσ = M/(σ − 1) ·M .
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(ii) Show that the Hochschild-Serre spectral sequence calculating H∗(G,M) degenerates
at E3.

(iii) Show that H0(G,M) = H0(G/K,Mσ), and that we have a long exact sequence:

0→ H1(G/K,Mσ)→H1(G,M)→ H0(G/K,Mσ)→ H2(G/K,Mσ)

→ H2(G,M)→ H1(G/K,Mσ)→ H3(G/K,Mσ)→ . . .

Solution.

(a). (i) Let x =
∑n−1

i=0 aiσ
i ∈ Z[Cn], with a0, . . . , an−1 ∈ Z; we also write an = a0 and

a−1 = an−1. We have ε(x) = a0 + a1 + . . .+ an−1, (σ− 1)(x) =
∑n−1

i=0 (ai+1− ai)σi
and N(x) = (a0 + a1 + . . .+ an−1)

∑n−1
i=0 σ

i. So

Ker(σ − 1) = {x =
n−1∑
i=0

aiσ
i | a0 = a1 = . . . = an−1} = Im(N)

and

Im(σ − 1) = {x =
n−1∑
i=0

aiσ
i | a0 + a1 + . . .+ an−1 = 0} = Ker(N) = Ker(ε).

(ii) Question (i) gives a resolution of the trivial Z[Cn]-module Z by free Z[Cn]-modules,
so we can use it to calculate Hn(Cn,M) = ExtnZ[Cn](Z,M) by Theorem IV.3.4.1.
So Hn(Cm,M) is the cohomology of the following complex (concentrated in degree
≥ 0):

HomZ[Cn](Z[Cn],M)
(·)◦(σ−1)→ HomZ[Cn](Z[Cn],M)

(·)◦N→ HomZ[Cn](Z[Cn],M)
(·)◦(σ−1)→ . . .

We have an isomorphism HomZ[Cn](Z[Cn],M)
∼→ M sending u : Z[Cn] → M

to u(σ). By isomorphism, the endomorphism1 (·) ◦ (σ − 1) (resp. (·) ◦ N ) of
HomZ[Cn](Z[Cn],M) corresponds to the action of σ − 1 (resp. N ) on M . More-
over, as σ generates Cn, we have Ker(σ − 1 : M → M) = MCn . This gives the
desired formulas for Hq(Cn,M).

(iii) Let x =
∑

n∈Z anσ
n ∈ Z[C∞], with an = 0 for |n| big enough. Then

ε(x) =
∑

n∈Z an and (σ − 1)(x) =
∑

n∈Z(an+1 − an)σn. So

Im(σ − 1) = {x =
∑
n∈Z

anσ
n ∈ Z[C∞] |

∑
n∈Z

an = 0} = Ker(ε).

On the other hand, we have x =
∑

n∈Z anσ
n ∈ Ker(σ − 1) if and only if an = an+1

for every n ∈ Z, i.e. if and only if all the an are equal; as we must have an = 0 for
|n| big enough, this forces all the an to be 0. So Ker(σ − 1) = {0}.

325



A Problem sets

(iv) This is exactly the same proof as in question (ii), except that we wrote
Ker(σ − 1 : M → M) as {x ∈ M | σ · x = x} instead of MC∞ . (These are
just two ways of writing the same object.)

(b). (i) We apply the formulas of question (a)(ii). As Cn acts trivially on Z, we have
ZCn = Z, and N acts on Z by multiplicatoion by

∑n−1
i=0 1 = n, so N · Z = nZ

and {x ∈ Z | N · x = 0} = {0}. This immediately gives the desired formula for
Hq(Cn,Z).

Let τ be the nontrivial element of C2. Then, if we make Cn act on it via
(g, x) 7−→ (τgτ−1) · x, the resolution of (a)(i) is isomorphic to the following (ex-
act) complex of Z[Cn]-modules:

(∗) . . .→ Z[Cn]
N→ Z[Cn]

−σ+1→ Z[Cn]
N→ Z[Cn]

−σ+1→ Z[Cn]
ε→ Z→ 0

To calculate the action of τ on H•(Cn,Z), we need to extend the action of τ on Z
(which is given by idZ) to a morphism between the resolution of (a)(i) and (*). Here
is a possibility:

. . . // Z[Cn]
σ−1
//

(−σ)3

��

Z[Cn] N //

(−σ)2

��

Z[Cn]
σ−1
//

(−σ)2

��

Z[Cn] N //

−σ
��

Z[Cn]
σ−1
//

−σ
��

Z[Cn] ε //

1
��

Z //

idZ
��

0

. . . // Z[Cn]
−σ+1
// Z[Cn] N // Z[Cn]

−σ+1
// Z[Cn] N // Z[Cn]

−σ+1
// Z[Cn] ε // Z // 0

So, on H2i(Cn,Z), the action of τ is given by (−σ)i; as H2i(Cn,Z) is a quotient
ZCn = Z, where Cn acts trivially, the action of (−σ)i is given by multiplication by
(−1)i.

(ii) We apply the formulas of (a)(ii) for n = 2. If q is odd, then Hq(Cn,Z) = 0, so
Hp(C2,H

q(Cn,Z)) = 0 for every p ≥ 0. If q = 0, then Hq(Cn,Z) = Z with the
trivial action of C2, so, by question (i),

Hp(C2,H
0(Cn,Z)) =


Z if p = 0
Z/2Z if p ≥ 2 is even
0 if p is odd.

Suppose that q ≥ 2 is even and write q = 2i. Then Hq(Cn,Z) = Z/nZ and the
nontrivial element τ of C2 acts by (−1)i on Hq(Cn,Z). We use the formula of (a)(ii),
and we distinguish four cases:

(1) i is even and n is odd: Then H2i(Cn,Z)C2 = H2i(Cn,Z),
H2i(Cn,Z)/(1 + τ) · H2i(Cn,Z) = (Z/nZ)/2(Z/nZ) = 0 and
{x ∈ Z/nZ | 2x = 0} = {0}. So

Hp(C2,H
2i(Cn,Z)) =

{
Z/nZ if p = 0
0 if p ≥ 1
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(2) i is even and n is even: Then H2i(Cn,Z)C2 = H2i(Cn,Z),
H2i(Cn,Z)/(1 + τ) · H2i(Cn,Z) = (Z/nZ)/2(Z/nZ) ' Z/(n/2)Z and
{x ∈ Z/nZ | 2x = 0} = (n/2)Z/nZ ' Z/2Z. So

Hp(C2,H
2i(Cn,Z)) =


Z/nZ if p = 0
Z/(n/2)Z if p ≥ 2 is even
Z/2Z if p is odd.

(3) i is odd and n is odd: Then H2i(Cn,Z)C2 = 0, the element 1 + τ of Z[C2] acts
on Hn(Cn,Z) by 0 and the element τ − 1 acts by multiplication by −2. So
Hp(C2,H

2i(Cn,Z)) = 0 for every p ≥ 0.

(4) i is odd and n is even: As in case (3), we have H2i(Cn,Z)C2 = 0, the element
1+τ of Z[C2] acts on Hn(Cn,Z) by 0 and the element τ−1 acts by multiplication
by −2. So

Hp(C2,H
2i(Cn,Z)) =

{
0 if p is even
Z/(n/2)Z if p is odd.

(iii) We use the Hochschild-Serre spectral sequence:

Epq
2 = Hp(C2,H

q(Cn,Z))⇒ Hp+q(G,Z).

By question (ii) (and the fact that n is odd), we have

Epq
2 =


Z if p = q = 0
Z/2Z if q = 0 and p ≥ 2 is even
Z/nZ if q ≥ 1 is in 4N and p = 0
0 otherwise.

So the second page of the spectral sequence looks like this:

0 0 0 0 0 0 0 . . .

Z/nZ 0 0 0 0 0 0 . . .

0 0 0 0 0 0 0 . . .

0 0 0 0 0 0 0 . . .

0 0 0 0 0 0 0 . . .

Z 0 Z/2Z 0 Z/2Z 0 Z/2Z . . .

In particular, for every r ≥ 2, we have Epq
2 = 0 unless p and q are even; this implies

that dr : Epq
r → Ep+r,q−r+1

2 is always 0 (if r is odd, then p and p + r cannot be even
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at the same time; if r is even, then q and q − r + 1 cannot be even at the same time).
So the spectral sequence degenerates at E2, and we have Epq

∞ = Epq
2 .

If m is odd, then Ep,m−p
∞ = 0 for every p ∈ Z, so Hm(G,Z) = 0. If m = 2 mod 4,

then the onlyEp,m−p
∞ that is nonzero isEm,0

∞ = Z/2Z, so Hm(G,Z) = Z/2Z. Finally,
suppose that m > 0 and m = 0 mod 4. Then the only two Ep,m−p

∞ that are nonzero
are E0,m

∞ = Z/nZ and Em,0
∞ = Z/2Z, so we have an exact sequence

0→ Z/2Z→ Hm(G,Z)→ Z/nZ→ 0.

As Hm(G,Z) is an abelian group and n is odd, this gives an isomorphism

Hm(G,Z) = Z/2Z× Z/nZ ' Z/2nZ.

(c). (i) We have Epq
2 = Hp(G/K,Hq(K,M)), so, by (a)(iv), we get Epq

2 = 0 if p 6∈ {0, 1}.
So dpqr = 0 if r ≥ 2, and the spectral sequence degenerates at E2.

(ii) By (a)(iv) again, we have

Epq
∞ = Epq

2 = Hp(G/K,Hq(K,M)) =


Hq(K,M)σ if p = 0
Hq(K,M)σ if p = 1
0 otherwise.

Let m ∈ Z. Then Hm(G,M) has a decreasing filtration FilpHm(G,M)
such that FilpHm(G,M) = 0 if p ≥ 2, Fil1Hm(G,M) = E1,m−1

∞ ,
Fil0Hm(G,M)/Fil1Hm(G,M) = E0,m

∞ and FilpHm(G,M) = Hm(G,M) if p ≤ 0.
In other words, we have an exact sequence

0→ E1,m−1
∞ → Hm(G,M)→ E0,m

∞ → 0.

Combining this with the formula forEpq
∞ gives the result. (Ifm = 0, thenE1,m−1

∞ = 0,
so we get Hm(G,M) = E0,0

∞ = H0(K,M)σ.)

(d). (i) The action of G on K by conjugation is trivial, and its action on Z is also trivial, so
G acts trivially on H∗(G,Z) and H∗(G,Z).

(ii) We have Epq
2 = Hp(G/K,Hq(K,M)), so, by (a)(iv), Epq

2 = 0 if q 6∈ {0, 1}. In
particular, if r ≥ 3, then the source or target of dpqr : Epq

r → Ep+r,q−r+1
r is 0 for every

choice of (p, q) ∈ Z, so all teh dpqr are zero. So the spectral sequence degenerates at
E3.

(iii) By question (i), we have Epq
∞ = Epq

3 , so Epq
∞ = 0 if q 6∈ {0, 1},

Em,0
∞ = Em,0

3 = Coker(Em−2,1
2 → Em,0

2 ) = Coker(Hm−2(G/K,Mσ)→ Hm(G/K,Mσ))

and

Em−1,1
∞ = Em−1,1

3 = Ker(Em−1,1
2 → Em+1,0

2 ) = Coker(Hm−1(G/K,Mσ)→ Hm+1(G/K,Mσ)).
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Let m ∈ Z. Then Hm(G,M) has a decreasing filtration FilpHm(G,M) such that
FilpHm(G,M) = 0 if p ≥ m + 1, FilpHm(G,M) = Hm(G,M) if p ≤ m − 1,
FilmHm(G,M) = Em,0

∞ , and Film−1Hm(G,M)/FilmHm(G,M) = Em−1,1
∞ . If

m = 0, then Em−1,1
∞ = 0, so we get

H0(G,M) = E0,0
∞ = H0(G/K,Mσ).

If m = 1, we get an exact sequence

Hm−2(G/K,Mσ)→ Hm(G/K,Mσ)→ Hm(G,M)→ Hm−1(G/K,Mσ)→ Hm+1(G/K,Mσ).

Putting all these exact sequences together gives the desired long exact sequence.

�

A.7.3 Flabby and soft sheaves

Let X be a topological space. If F is a sheaf on X and Y is a subset of X , we set

F (Y ) = lim−→
Y⊂U∈Open(X)op

F (U).

If Y ⊂ Y ′, we have a map F (Y ′)→ F (Y ) induced by the restriction maps of F .

We say that F is flabby (or flasque) if, for every open subset U of X , the restriction map
F (X) → F (U) is surjective. We say that F is soft if, for every closed subset F , the map
F (X)→ F (F ) is surjective.

Let R be a ring. If M is a left R-module and x ∈ X , we write Sx,M for the presheaf on X
given by Sx,M(U) = M if x ∈ U and Sx,M(U) = 0 if x 6∈ U , with the obvious restriction maps
(equal to 0 or idM ). It is easy to see that this is a sheaf, and we call it the skryscraper sheaf at x
with value M .

(a). Show that any flabby sheaf is soft.

(b). Let d ≥ 1, and let F be the sheaf U 7−→ C∞(U,C) on Rd. Show that the sheaf F is soft.
27

(c). For every x ∈ X , show that the functor RMod→ Sh(F , R), M 7−→ Sx,M is right adjoint
to the functor F 7−→ Fx.

(d). If (Mx)x∈X is a family of R-modules, show that
∏

x∈X Sx,Mx is a flabby sheaf, and that it
is an injective sheaf if every Mx is an injective R-module.

27More generally, if X is a smooth manifold, then the sheaf Ωk
X of degree k differential forms on X is soft. As

the sequence 0 → CX → Ω1
X → Ω2

X → . . . is exact by the Poincaré lemme, this, and the fact that soft
sheaves are H0(X, ·)-acyclic, shows that the cohomology of the constant sheaf CX is isomorphic to the de
Rham cohomology of X .
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(e). For every sheaf of R-modules F on X , we set G(F ) =
∏

x∈X Sx,Fx . Show that the
canonical morphism F → G(F ) (sending any s ∈ F (U) to the family (sx)x∈U ) is
injective. 28

(f). Show that sheaves of R-modules on X have a functorial resolution by flabby injective
sheaves.

(g). Let 0 → F → G → H → 0 be an exact sequence in Sh(X,R), with F flabby. Show
that the sequence 0→ F (X)→ G (X)→H (X)→ 0 is exact.

An open cover (Ui)i∈I of X is called locally finite if every point of X has a neighborhood that
meets only finitely many of the Ui. We say that X is paracompact if every open cover of X has
a locally finite refinement. We admit the following facts:

(1) A metric space is paracompact.

(2) If X is paracompact and (Ui)i∈I is an open cover of X , then there exists an open cover
(Vi)∈I of X such that Vi ⊂ Ui for every i ∈ I . 29

(h). Suppose that X is a separable metric space. 30 Let 0 → F
f→ G

g→ H → 0 be a short
exact sequence of sheaves of R-modules on X , with F soft. The goal of this question is
to prove that the sequence 0→ F (X)→ G (X)→H (X)→ 0 is exact.

(i) Let s ∈ H (X). Show that there exists a locally finite open cover (Un)n∈N and
sections tn ∈ G (Un) such that g(tn) = s|Un for every n ∈ N.

(ii) Take an open cover (Vn)n∈N of X such that Fn := Vn ⊂ Un for every n ∈ N. Prove
by induction on n that, for every n ≥ 0, there exists a section an ∈ G (F0 ∪ . . . ∪ Fn)
such that g(an) = s|F0∪...∪Fn .

(iii) Show that s has a preimage in G (X).

(i). If F is a flabby sheaf ofR-modules on a topological spaceX , or a soft sheaf ofR-modules
on a separable metric space X , show that Hn(X,F ) = 0 for every n ≥ 1. (Hint: Try to
adapt the strategy of Problem A.6.5(b).)

Solution.

(a). Let F be a flabby sheaf. Let F be a closed subset of X and s ∈ F (F ). By definition of
F (F ), there exists an open subset U ⊃ F of X and a representative s′ ∈ F (U) of s. As
F is flabby, there exists t ∈ F (X) such that t|X = s′, and then t|F = s. So F is soft.

(b). Let F be a closed subset of Rd, and let s ∈ F (F ). By definition of F (F ), there exists an
open subset V ⊃ F of Rd and a C∞ function f : U → C representing s.

28The “G” is for “Godement”, who invented this method of constructing flabby resolutions of sheaves.
29 This follows from the fact that there exists a partition of unity subordinate to (Ui)i∈I , which uses the fact that

paracompact spaces are normal and Urysohn’s lemma.
30It would be enough to assume that X is paracompact.
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I claim that there exists a locally finite open cover (Ui)i∈I of Rn and a subset J of I such
that F ⊂

⋃
j∈J Uj ⊂ U and Ui ∩ F = ∅ if i ∈ I − J . Here is a way to prove this claim:

For every x ∈ F , choose an open neighborhood Ux of x such that Bx ⊂ U . For every
x ∈ Rn − F , choose an open neighborhood Ux of x such that Ux ∩ F = ∅. As Rn is
paracompact, there exists I ⊂ Rn such that (Ux)x∈I is a locally finite open cover of Rn.
Let J = I ∩ F . Then F ∩ (

⋃
x∈I−J Ux) = ∅, so F ⊂

⋃
x∈J Ux ⊂ U .

Now choose a C∞ partition of unity (ϕi)i∈I subordinate to the open cover (Ui)i∈I ,
and let ϕ =

∑
j∈J ϕj . Then supp(ϕ) ⊂

⋃
j3J Uj ⊂ U and, if x ∈ F , then

1 =
∑

i∈I ϕi(x) =
∑

j∈J ϕj(x) = 1. Define a function g : Rn → C by g(x) = ϕ(x)f(x)
if x ∈ U and g(x) = 0 if x 6∈ U . Then g is C∞ on U , and g = 0 on Rn − supp(ϕ). So g is
C∞, i.e. g ∈ F (Rn), and g|F = s.

(c). Let F ∈ Ob(Sh(X,R)) and M ∈ Ob(RMod). Then we have

HomR(Fx,M) = HomR(lim−→
x∈U

F (U),M) = lim←−
x∈U

HomR(F (U),M).

On the other hand, a morphism F → Sx,M is a family (fU)U∈Open(X) of morphisms of
R-modules fU : F (U) → Sx,M(U), with fU = 0 if x 6∈ U (because then Sx,M(U) = 0
and fU : F (U) → M if x ∈ U , satisfying the condition that, if x ∈ V ⊂ U , then,
for every s ∈ F (U), we have fV (s|V ) = fU(s). In other words, the family (fU)U3x is
an element of lim←−x∈U HomR(F (U),M) = HomR(Fx,M). This defines an isomorphism
HomSh(X,R)(F , Sx,M) ' HomR(Fx,M), that is clearly functorial in F and M .

(d). Let F =
∏

x∈X Sx,Mx . Let U be an open subset of X . Then F (U) =
∏

x∈U Mx and
F (X) =

∏
x∈XMx, and the restriction morphism F (X)→ F (U) is given by the canon-

ical projection on the factors indexed by x ∈ U , which is clearly surjective. So F is
flabby.

Suppose that Mx is an injective R-module for every x ∈ X . Then, for every x ∈ X , the
sheaf Sx,M is injective by Lemma II.2.4.4 and question (c). By Lemma II.2.4.3, the sheaf∏

x∈X Sx,Mx is also injective.

(e). Denote by c : F → G(F ) the canonical morphism. Let U be an open subset of X and
s ∈ F (U) such that c(s) = 0. As c(s) = (sx)x∈U , we have sx = 0 for every x ∈ U , so
s = 0.

(f). As RMod is a Grothendieck abelian category, there exists a functor Φ : RMod→ RMod
and a morphism of functors ι : id

RMod → Φ such that, for every M ∈ Ob(RMod), the
R-module Φ(M) is injective and ι(M) : M → Φ(M) is an injective morphism. (See
Theorem II.3.2.4 .)

For every sheaf of R-modules F on X , let G′(F ) =
∏

x∈X Φ(Fx) and let
c′ : F → G′(F ) be the composition of c : F → G(F ) and of∏

x∈X ι(Fx) : G(F ) → G′(F ). Then G′ is a functor and c′ is a morphism of functors.
Also, the sheaf G′(F ) is always injective and flabby by question (d). The construction
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of the proof of Lemma IV.3.1.2 gives a functorial resolution of F by injective and flabby
sheaves. 31

(g). We give names to the morphisms of the sequence:

0→ F
f→ G

g→H → 0.

Let s ∈ H (X). We want to show that there exists t ∈ G (X) such that g(t) = s. We
consider the set I of pairs (U, t), where U ⊂ X is an open subset and t ∈ G (U) is such
that g(t) = s|U . Note that I is not empty, because s admits preimages by g locally on
X . We consider the following (partial) order on I: (U1, t1) ≤ (U2, t2) if U1 ⊂ U2 and
t1 = t2|U1 . Let J be a nonempty totally ordered subset of I; for every i ∈ J , let (Ui, ti)
be the corresponding pair. Let U =

⋃
i∈J Ui. If i, j ∈ J , I claim that ti|Ui∩Uj = tj|Ui∩Uj ;

indeed, we may assume that i ≤ j, and then Ui ⊂ Uj and ti = tj|Ui . So there exists
t ∈ G (U) such that t|Ui = ti for every i ∈ J , and then (U, t) ≥ (ui, ti) for every i ∈ J .
By Zorn’s lemma, the set I has a maximal element (U, t). I claim that U = X , which
finishes the proof. Suppose that U 6= X . Then there exists an open subset V 6⊂ U of X
and t′ ∈ G (V ) such that g(t′) = s|V . In particular, we have g(tU∩V − t′U∩V ) = 0, so there
exists u ∈ F (U∩V ) such that f(u =)tU∩V−t′U∩V . As F is flabby, there exists v ∈ F (X)
such that u = v|U∩V . Let t′′ = t′ + f(v|V ). Then t′|U∩V = t′|U∩V + f(u) = t|U∩V , so there
exists t1 ∈ G (U ∪ V ) such that t1|U = t and t1|V = t′′. We have g(t1)|U = g(t) = s|U
and g(t1)|V = g(t′′) = g(t′) = s|V , so g(t1) = s|U∪V . As U ( U ∪ V , this contradicts the
maximality of (U, t).

(h). (i) We can find an open cover (Ui)i∈I of X and sections ti ∈ G (Ui) with g(ti) = s|Ui for
every i ∈ I . As X is paracompact, after replacing the cover (Ui)i∈I by a refinement,
we may assume that it is locally finite. As X is a separable metric space, its topology
has a countable basis. So we may assume that the cover (Ui)i∈I is countable.

(ii) We take a0 = t0|F0 . Suppose that n ≥ 0 and that we have found an. Let
Ω ⊃ F0 ∪ . . . ∪ Fn be an open subset of X and a′n ∈ G (Ω) be a representative
of an. We have g(a′n)|Un+1∩(F0∪...∪Fn) = s|Un+1∩(F0∪...∪Fn) = g(tn+1)|Un+1∩(F0∪...∪Fn),
so, after shrinking Ω, we may assume that g(a′n) = g(tn+1|Ω∩Un+1). Then there exists
b ∈ F (Ω ∩ Un+1) such that f(b) = a′n − tn+1|Ω∩Un+1 . As F is soft, there exists
b′ ∈ F (X) such that b′|F0∪...∪Fn = b|F0∪...∪Fn . After shrinking Ω again, we may as-
sume that b′|Ω = b. Let t′n+1 = tn+1 + f(b′|Un+1

). Then g(t′n+1) = g(tn+1) = s|Un+1

and t′n+1|Ω∩Un+1
= tn+1|Ω∩Un+1 + f(bΩ∩Un+1) = a′n|Ω∩Un+1

. So there exists
a′n+1 ∈ G (Un+1 ∪ Ω) such that a′n+1|Ω = a′n and a′n+1|Un+1

= tn+1, and we have
g(a′n+1) = s|Ω∪Un+1 . We take for an+1 ∈ G (F0 ∪ . . .∪Fn+1) the element represented
by a′n+1 ∈ G (Ω ∪ Un+1).

31Actually, with a little more work we could show that every injective sheaf is flabby, so any functorial resolution
of F by injective sheaves (which exists because Sh(X,R) is a Grothendieck abelian category) is a resolution
by injective and flabby sheaves. But it is simpler to use the functor G.
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(iii) As X =
⋃
n≥0 Vn, the family (an|V0∪...∪Vn)n≥0 glues to a section a ∈ G (X) such that

g(a|Vn) = s|Vn for every n, hence g(a) = s.

(i). Let C be the full subcategory of Sh(X,R) whose objects are flabby sheaves of R-modules
on X . Suppose that 0 → F → G → H → 0 is an exact sequence in Sh(X,R) with F
and G flabby. We claim that H is also flabby. Indeed, let U be an open subset of X . By
question (g) (whose proof adapts immediately to show that G (U)→H (U) is surjective),
we have a commutative diagram with exact rows

0 //F (X) //

u

��

G (X) //

v

��

H (X) //

w

��

0

0 //F (U) // G (U) //H (U) // 0

where the morphisms u and v are surjective. So w is also surjective.

We show by induction on n that, for every n ≥ 1 and every F ∈ Ob(C ), we have
Hn(X,F ) = 0. Suppose that n = 1. Let F be an object of C . Choose a monomor-
phism F → G with G an injective sheaf. Let H = G /F . The long exact sequence of
cohomology gives an exact sequence

G (X)→H (X)→ H1(X,F )→ H1(X,G ).

But H1(X,G ) = 0 because G is injective and G (X)→H (X) is surjective because F is
flabby (by question (g)), so H1(X,F ) = 0.

Now suppose the result known for n ≥ 1, and let us prove it for n + 1. Let F be a flabby
sheaf on X . By question (f), there exists a monomorphism F → G with G an injective
flabby sheaf. Let H = G /F . We have shown that H is flabby. The long exact sequence
of cohomology gives an exact sequence

Hn(X,H )→ Hn+1(X,F )→ Hn+1(X,G ).

But Hn+1(X,G ) = 0 because G is injective, and Hn(X,H ) = 0 by the induction hypoth-
esis, so Hn+1(X,F ) = 0.

The proof for soft sheaves on a separable metric space is exactly the same, once we have
proved that a quotient of soft sheaves is soft; this is the same proof as for a quotient of
flabby sheaves, using question (h) instead of question (g).

�
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A.8 Problem set 8

A.8.1 Right multiplicative systems

Let C be a category and W be a set of morphisms of C . Let I be a full subcategory of C and
WI be the set of morphisms of I that are in W . Suppose that W is a right multiplicative system
and that, for every s : X → Y in W such that X ∈ Ob(I ), there exists a morphism f : Y → Z
with Z ∈ Ob(I ) and f ◦ s ∈ W .

Show that WI is a right multiplicative system.

Solution. Conditions (S1) and (S2) of Definition V.2.2.1 are clear. We check condition (S3). Let
f : X → Y and s : X → X ′ be morphisms of I such that s ∈ W . Then there exist a morphism
g : X ′ → Y ′ in C and a morphism t : Y → Y ′ in W such that t ◦ f = g ◦ s. Moreover, by the
hypotheses of the proposition, there exists h : Y ′ → Y ′′, with Y ′′ ∈ Ob(I ), such that h◦t ∈ W .
As I is a full subcategory of C , we get a commutative diagram in I :

X ′
h◦g
// Y ′′

X

s

OO

f
// Y

h◦t

OO

We now check condition (S4). Let f, g : X → Y be two morphisms of I , and let s : X ′ → X
be a morphism of WI such that f ◦ s = g ◦ s. As W is a right multuplicative system, there
exists t : Y → Y ′ in W such that t ◦ f = t ◦ g. Take h : Y ′ → Y ′′ such that Y ′′ ∈ Ob(I ) and
h ◦ t ∈ W . Then h ◦ t ∈ WI , and we have (h ◦ t) ◦ f = (h ◦ t) ◦ g.

�

A.8.2 Isomorphisms in triangulated categories

Let (D , T ) be a triangulated category, and let f : X → Y be a morphism of D . Show that f is
an isomorphism if and only if there exists a distinguished triangle X

f→ Y → Z → T (X) with
Z = 0.

Solution. Suppose that f is an isomorphism. By (TR2), there exists a distinguished triangle
X

f→ Y → Z → T (X). By (TR4), the commutative square

X
f
//

idX
��

Y

f−1

��

X
idX
// X
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can be completed to a morphism of distinguished triangles

X
f
//

idX
��

Y //

f−1

��

Z //

g

��

T (X)

X
idX
// X // 0 // T (X)

By Corollary V.1.1.12 , the morphism g is an isomorphism, so Z = 0.

Conversely, suppose that there exists a distinguished triangle X
f→ Y → Z → T (X)

with Z = 0. Then, for every object W of D , applying HomD(W, ·) to the tri-
angle X → Y → Z → T (X) and using Proposition V.1.1.11(ii) shows that
f∗ : HomD(W,X) → HomD(W,Y ) is an isomorphism. By the Yoneda lemma (Corollary
I.3.2.9 ), the morphism f is an isomorphism.

�

A.8.3 Null systems

Let (D , T ) be a triangulated. Remember that a null system in D is a set N of objects of D such
that:

(N1) 0 ∈ N ;

(N2) for every X ∈ Ob(C ), we have X ∈ N if and only if T (X) ∈ N ;

(N3) if X → Y → Z → T (X) is a distinguished triangle and if X, Y ∈ N , then Z ∈ N .

We fix a null system N , and we denote by WN the set of morphisms f : X → Y in D such
that there exists a distinguished triangle X

f→ Y → Z → T (X) with Z ∈ N .

(a). If X ∈ N and Y is isomorphic to X , show that Y ∈ N .

(b). Show that WN contains all the isomorphisms of D .

(c). Show that WN is stable by composition.

(d). Show that WN satisfies conditions (S3) and (S4) of Definition V.2.2.1 .

(e). Show that WN is also a left multiplicative system.

Solution.

(a). Let f : X → Y be an isomorphism. By problem A.8.2, the triangleX
f→ Y → 0→ T (X)

is distinguished. By axiom (TR3), the triangle 0 → X
f→ Y → T (0) = 0 is also

distinguished and so, by (N1) and (N3), we have Y ∈ N .
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(b). This follows immediately from problem A.8.2 and from (N0).

(c). Let f : X → Y and g : Y → Z be in WN . Choose distinguished triangles
X

f→ Y → Z ′ → T (X) and Y
g→ Z → Z ′ → T (Y ) with Z ′, Y ′ ∈ N . Let

X
g◦f→ Y → Z ′ → T (X) be a distinguished triangle. By the octahedral axiom (axiom

(TR5)), there exists a distinguished triangle Z ′ → Y → X ′ → T (X ′). By (N3), we have
X ′ ∈ N , and so g ◦ f ∈ WN .

(d). We show condition (S3). Let f : X → Y and s : X → X ′ be morphisms in D with
s ∈ WN . By the definition ofWN and axioms (TR3) and (N2), we can find a distinguished
triangle Z h→ X → X ′ → T (Z) with Z ∈ N . By (TR2), we can find a diatinguished
triangle Z

f◦h→ Y
t→ Y ′ → T (Z), and t ∈ WN by (TR3) and (N2). Finally, by (TR4), we

can complete the commutative diagram

Z
h //

idZ
��

X
s //

f

��

X ′ //

g

��

T (Z)

idT (Z)

��

Z
f◦h
// Y

t
// Y ′ // T (Z)

In other words, we can find a morphism g : X ′ → Y ′ such that g ◦ s = t ◦ f . This finishes
the proof of (S3).

We show condition (S4). Let f, g : X → Y be two morphisms of D , and suppose that
there exists s : X ′ → X such that f ◦ s = g ◦ s and s ∈ WN . If h = f − g, then we
have h ◦ s = 0. Choose a distinguished triangle X ′ s→ X

u→ Z → T (X ′) with Z ∈ N .
Applying the cohomological functor HomD(·, Y ) to this distinguished triangle, we get an
exact sequence

HomD(Z, Y )→ HomD(X, Y )→ HomD(X,X ′).

As the image h ◦ s of h ∈ HomD(X, Y ) by the second morphism of this sequence is 0,
there exists k ∈ HomD(Z, Y ) such that h = k ◦ u. Consider a distinguished triangle
Z

k→ Y
t→ Y ′ → T (Z). As Z ∈ N , we have t ∈ WN . Also, as t ◦ k = 0 (by Proposition

V.1.1.11(i)), we have t ◦ h = 0, so t ◦ f = t ◦ g.

(e). We know that Dop is also a triangulated category, and N op = {X ∈ Ob(Dop) | X ∈ N }
is a null system in Dop; indeed, axioms (N1) and (N2) obviously hold, and axiom (N3)
for N op follows from (N3) for N thanks to (TR3) and (N2). Also, again thanks to (TR3)
and (N2), the set of morphisms WN op determined by N op is equal to (WN )op. So, by
question (d), the set (WN )op is a right mutliplicative system. But this is equivalent to the
fact that WN is a left multiplicative system.

�
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A.8.4 Localization of functors

Let C be a category, let W be a set of morphisms of C , and let I be a full subcategory of C ;
denote by WI the set of morphisms of I that are in W . We fix a localization Q : C → C [W−1]
of C by W , and we denote by ι : I → C the inclusion functor. Let F : C → D be a functor.
Suppose that:

(a) W is a right multiplicative system;

(b) for every X ∈ Ob(C ), there exists a morphism s : X → Y in W such that Y ∈ Ob(I );

(c) for every s ∈ WI , the morphism F (s) is an isomorphism.

Show that, for every functor G : C [W−1]→ D , the map

α : HomFunc(C ,D)(F,G ◦Q)→ HomFunc(I ,D)(F ◦ ι, G ◦Q ◦ ι)

induced by composition on the right by ι is bijective.

Solution. Let u1, u2 : F → G ◦ Q be morphism of functors such that α(u1) = α(u2). Let
X ∈ Ob(C ), and choose a morphism s : X → X ′ such that X ′ ∈ Ob(I ). Then we have
commutative diagrams

F (X)
u1(X)

//

F (s)

��

G ◦Q(X)

o G◦Q(s)

��

F (X ′)
u1(X′)

// G ◦Q(X ′)

and F (X)
u2(X)

//

F (s)

��

G ◦Q(X)

o G◦Q(s)

��

F (X ′)
u2(X′)

// G ◦Q(X ′)

and u1(X ′) = u2(X ′) because X ′ ∈ Ob(I ), so u1(X) = u2(X). This shows that u1 = u2, and
hence that α is injective.

We show that α is surjective. Let v : F ◦ ι → G ◦ Q ◦ ι be a morphism of fucntors. Let
X ∈ Ob(C ), and let s : X → X ′ be a morphism of W such that X ′ ∈ Ob(I ). Then G ◦Q(s)
is an isomorphism, and we set u(X) = (G ◦ Q(s))−1 ◦ v(X ′) ◦ F (s). We must check that this
does not depend on the choice of s. Let s′ : X → X ′′ be another morphism of W such that
X ′′ ∈ Ob(I ). By condition (S3), we can find a commutative square

X s′ //

s
��

X ′′

t
��

X ′
t′
// Y

with t ∈ W . After composing with a morphism Y → Y ′ in W such that Y ′ ∈ Ob(I ), we may
assume that Y ∈ Ob(I ). The images of s, t and s′ by G ◦Q are isomorphisms, so G ◦Q(t′) is
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also an isomorphism. As v is a morphism of functors, we have

(G ◦Q(s′))−1 ◦ v(X ′′) ◦ F (s′) = (G ◦Q(s′))−1 ◦ (G ◦Q(t))−1 ◦ v(Y ) ◦ F (t) ◦ F (s′)

= (G ◦Q(s))−1 ◦ (G ◦Q(t′))−1 ◦ v(Y ) ◦ F (t′) ◦ F (s)

= (G ◦Q(s))−1 ◦ v(X ′) ◦ F (s).

So u(X) is well-defined. It remains to show that teh family (u(X))X∈Ob(C ) is a morphism of
functors from F to G ◦ Q. Let f : X → Y be a morphism of C . We choose morphisms
s : X → X ′ and t : Y → Y ′ un W such that X ′, Y ′ ∈ Ob(I ). By condition (S3), we can find
morphisms f ′ : X ′ → Z and s′ : Y ′ → Z such that s′ ∈ W and that s′ ◦ t ◦ f = f ′ ◦ s. After
composing s′ and g by a morphism Z → Z ′ in W such that Z ′ ∈ Ob(I ), we may assume that
Z ∈ Ob(I ). Then, using the fact that v is a morphism of functors and the definition of u, we
get

(G ◦Q(f)) ◦ u(X) = (G ◦Q(f))(G ◦Q(s))−1 ◦ v(X ′) ◦ F (s)

= (G ◦Q(t))−1 ◦ (G ◦Q(s′))−1 ◦ (G ◦Q(g)) ◦ v(X ′) ◦ F (s)

= (G ◦Q(t))−1 ◦ (G ◦Q(s′))−1 ◦ v(Z) ◦ F (g) ◦ F (s)

= (G ◦Q(t))−1 ◦ (G ◦Q(s′))−1 ◦ v(Z) ◦ F (s′) ◦ F (t) ◦ F (f)

= (G ◦Q(t))−1 ◦ v(Y ′) ◦ F (t) ◦ F (f)

= u(Y ) ◦ F (f).

This shows that u is a morphism of functors.

�

A.8.5 Localization of a triangulated category

Let (D , T ) be a triangulated category, let N be a null system in D , and let W = WN be the
corresponding multiplicative system. (See problem A.8.3.) We write Q : D → D/N for
Q : D → D [W−1].

(a). Show that there exists an auto-equivalence TN : D/N → D/N such that
TN ◦Q ' Q ◦ T .

We say that a triangle in D/N is distinguished if it is isomorphic to the image by Q of a
distinguished triangle of D . Axiom (TR0) of Definition V.1.1.4 is obvious.

(b). Show that axioms (TR1)-(TR5) also hold.

Solution.

(a). The functor T preservesWN (by (TR3) and (N2)), so the functor D
T→ D

Q→ D/N sends
elements to WN to isomorphisms, so it factors through a factor TN : D/N → D/N .
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If we want to justify the construction of TN in Theorem V.3.1.4, we can say this: If
X ∈ Ob(D/N ) = Ob(D), we set TN (X) = T (X). Let u : X → Y be a mor-

phism of D , and chose a diagram
Y ′

X

f
>>

Y

t
``

in D representing u, with t ∈ WN .

We take TN (u) to be the morphism from TN (X) to TN (Y ) represented by the diagram
T (Y ′)

T (X)

T (f)
::

T (Y )

T (t)
dd

. This makes sense because T (t) ∈ ZN , by (TR3) and

(N2). If we choose two representatives

Y ′1

X

f1

>>

Y

t1
__

and

Y ′2

X

f2

>>

Y

t2
__

of

u, then we have a commutative diagram

Y ′1

��

X

f1

??

f3
//

f2
��

Y ′3 Y

t1
__

t3oo

t2
��

Y ′2

OO

with t3 ∈ WN . Then applying T gives a commutative diagram

T (Y ′1)

��

T (X)

T (f1)
::

T (f3)
//

T (f2) $$

T (Y ′3) T (Y )

T (t1)
dd

T (t3)
oo

T (t2)zz

T (Y ′2)

OO

so

T (Y ′1)

T (X)

T (f1)
::

T (Y )

T (t1)
dd

and

T (Y ′2)

T (X)

T (f2)
::

T (Y )

T (t2)
dd

represent the same

morphism from T (X) to T (Y ) in D/N . So TN is well-define, and it is easy to see that it
is a functor.

(b).(TR1) Let X ∈ Ob(D/N ). Then the triangle X idX→ X → 0 → TN (X) in D/N is
isomorphic to the image by Q of the distinguished triangle X idX→ X → 0 → T (X)
in D , so it is distinguished.
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(TR2) Let u : X → Y be a morphism in D/N , and choose morphisms f : X → Y ′ and
s : Y → Y ′ in D such that s ∈ WN and u = Q(s)−1 ◦Q(f). Choose a distinguished

triangleX
f→ Y ′

g→ Z → T (X) in D . Then the triangleX u→ Y
Q(g◦s)→ Z → TN (X)

in D/N is isomorphic to the image by Q of X
f→ Y ′

g→ Z → T (X), so it is
distinguished.

(TR3) Let X
f→ Y

g→ Z
h→ TN (X) be a triangle in D/N . If it isn distinguished, then it is

isomorphic to the image by Q of a distinguished triangle X ′
f ′→ Y ′

g′→ Z
h′→ T (X ′) in

D , and then the triangle Y
g→ Z

h→ T (X)
−TN (f)→ TN (Y ) is isomorphic to the image

by Q of Y ′
g′→ Z

h′→ T (X ′)
−T (f ′)→ T (Y ′), hence it is also distinguished. The proof of

the converse is similar.

(TR4) Consider a commutative diagram

X
f
//

u

��

Y
g
//

v

��

Z
h // TN (X)

T (u)

��

X ′
f ′
// Y ′

g′
// Z ′

h′
// TN (X ′)

in D/N , where the rows are distinguished triangles. By the definition of distin-
guished triangles in D/N , we may assume that f, g, h, f ′, g′, h′ are morphisms of
D . We write u = Q(s)−1 ◦ Q(a), where a : X → X ′′ and s : X ′ → X ′′ are mor-
phisms of D such that s ∈ WN . As WN is a multiplicative system, we can find a
commutative square

X ′′ k // T

X ′

s

OO

f ′
// Y ′

s′

OO

with s′ ∈ WN . Write v = Q(t′)−1 ◦ Q(b′), with b′ : Y → Y ′′′ and t′ : Y ′ → Y ′′ are
morphisms of D such that t′ ∈ WN . Then

Q(s′)−1◦Q(k◦a) = Q(f ′)◦Q(s)−1◦Q(s) = Q(f ′)◦u = v◦Q(f) = Q(t′)−1◦Q(b′◦f),

so, by the description of the Hom in the localization after Definition V.2.2.3, there
exists a commutative diagram

Y ′′′

b′′

��

X

b′◦f
==

k′ //

k◦a
!!

Y ′′ Y ′

t′
aa

too

s′
}}

T

c

OO
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with t ∈ WN . Let b = b′′ ◦ b′ : Y → Y ′′. Then

Q(t)−1 ◦Q(b) = Q(t′)−1 ◦Q(b′) = v.

Let f ′′ = c ◦ k : X ′′ → Y ′′. Then

f ′′ ◦ a = c ◦ k ◦ a = k′ = b′′ ◦ b′ ◦ f = b ◦ f

and
t ◦ f ′ = c ◦ s′ ◦ f ′ = c ◦ k ◦ s′′ = f ′′ ◦ s′′,

so we have constructed a commutative diagram in D :

X
f
//

a

��

Y
g
//

b
��

Z
h // TN (X)

TN (a)

��

X ′′
f ′′
// Y ′′

g′′
// Z ′′

h′′ // TN (X ′′)

X ′
f ′
//

s

OO

Y ′
g′
//

t

OO

Z ′
h′
// TN (X ′)

TN (s)

OO

and, by axiom (TR2), we can extend f ′′ : X ′′ → Y ′′ to a distinguished triangle

X ′′
f ′′→ Y ′′

g′′→ Z ′′
h′′→ T (X ′′). Completing s and t to distinguished triangles, we

get a commutative diagram where the first two rows and columns are distinguished
triangles and N1, N2 ∈ N :

X ′
f ′

//

s

�� $$

Y ′
g′

//

t
��

Z ′
h′ // T (X ′)

T (s)

��

X ′′
f ′′

//

��

Y ′′

��

g′′
//

$$

Z ′′
h′′ // T (X ′′)

��

N1

��

N2

��

A T (N1)

��

T (X ′)
T (f ′)

// T (Y ′)
g′
// T (Z ′)

T (h′)
// T 2(X ′)

We also complete t◦f ′ = f ′′◦s to a distinguished triangleX ′ → Y ′′ → A→ T (X ′).
By the octahedral axiom (TR5) applied to the triangles based on (f ′, t, t ◦ f ′) and on
(s, f ′′, f ′′circs), we have distinguished triangles

Z ′ → A→ N2 → T (Z ′)

and
N1 → A→ Z ′′ → T (N1).
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Applying the octahedral axiom again for the morphisms Z ′ → A, A→ Z ′′ and their
composition, we get a commutative diagram where the rows and the third columns
are distinguished triangles:

Z ′ // A //

��

N2
//

��

T (Z ′)

Z ′ //

��

Z ′′ // N3
//

��

T (Z ′)

��

A // Z ′′ // T (N1) //

��

T (A)

T (N2)

In particular, we have N3 ∈ N . So we have completed the commutative square

X ′
f ′
//

s
��

Y ′

t
��

X ′′
f ′′
// Y ′′

to a morphism of triangles

X ′
f ′
//

s

��

Y ′

t
��

g′
// Z ′

��

h′ // T (X ′)

T (s)

��

X ′′
f ′′
// Y ′′

g′′
// Z ′′

h′′
// T (X ′′)

such that the morphism Z ′ → Z ′′ is in WN . Moreover, by (TR4), we can complete
the commutative square

X
f
//

a
��

Y

b
��

X ′′
f ′′
// Y ′′

to a morphism of triangles

X
f
//

a

��

Y

b
��

g
// Z

��

h // T (X)

T (a)
��

X ′′
f ′′
// Y ′′

g′′
// Z ′′

h′′
// T (X ′′)
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So we have constructed a commutative diagram in D whose rows are distinguished
triangles:

X
f
//

a

��

Y

b
��

g
// Z

��

h // T (X)

T (a)

��

X ′′
f ′′
// Y ′′

g′′
// Z ′′

h′′
// T (X ′′)

X ′
f ′
//

s

OO

Y ′

t

OO

g′
// Z ′

OO

h′ // T (X ′)

T (s)

OO

and such that s, t and the morphism Z ′ → Z ′′ are inWN . Taking the image of this by
Q, we get a morphism of distinguished triangles in D/N extending the pair (u, v).

(TR5) Let f : X → Y and g : Y → Z be morphisms in D/N . After replacing Y and Z
by isomorphic objects, we may assume that f and g are morphisms of D . Applying
(TR5) in D to distinguished triangles based on the morphisms (f, g, g ◦f) and taking
the image of the resulting diagram by Q, we get (TR5) in D/N .

�

A.8.6 More group cohomology

The description of group cohomology in Subsection IV.3.5 can be useful in this problem.

We define elements u, v, r and s of the symmetric group S4 by u = (12)(34), v = (14)(23),
r = (123) and s = (13). The Klein four group is the normal subgroup K of S4 generated by u
and v.

Let k be a field of characteristic 2.

(a). Show that S4 /K ' S3.

(b). Show that there is a unique representation τ : S4 → GL2(k) such that

τ(u) = τ(v) =

(
1 0
0 1

)
, τ(r) =

(
0 1
1 1

)
and τ(s) =

(
0 1
1 0

)
.

Let M = M2(k), with the action of S4 given by g · A = τ(g)Aτ(g)−1, for g ∈ S4 and
A ∈ M2(k). We identify S3 with the subgroup of S4 generated by r and s. We have a short
exact sequence of groups

1→ Z/3Z→ S3 → Z/2Z→ 1,

where the generator 1 ∈ Z/3Z is sent to r ∈ S3.

(c). If N is any representation of Z/3Z on a k-vector space, show that Hp(Z/3Z, N) = 0 for
every p ≥ 1. (You might find Remark IV.3.5.1 useful.)
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(d). If N is any representation of S3 on a k-vector space, show that we have canonical isomor-
phisms Hp(Z/2Z, NZ/3Z)

∼→ Hp(S3, N) for every p ≥ 0.

(e). Show that Hp(S3,M) = 0 for every p ≥ 1.

(f). Show that we have canonical isomorphisms

Hp(Z/2Z,H1(K,M)Z/3Z)
∼→ Hp(S3,H

1(K,M)),

for every p ≥ 0.

(g). Show that H1(K,M) = HomGrp(K,M), and that the action of S3 on H1(K,M) is given
by (g · ϕ)(x) = g · ϕ(g−1xg), if g ∈ S3, x ∈ K and ϕ ∈ H1(K,M).

(h). Show that H0(S3,H
1(K,M)) is a 1-dimensional k-vector space, and that

Hp(S3,H
1(K,M)) = 0 if p ≥ 1.

(i). Show that we have canonical isomorphisms H1(S4,M)
∼→ H1(K,M)S3 and

H2(S4,M)
∼→ H2(K,M)S3 .

(j). Let N be a k-vector space with trivial action of K. Show that the map Z2(K,N) → N3

sending a 2-cocycle η : K2 → N to (η(u, u)−η(1, 1), η(v, v)−η(1, 1), η(uv, uv)−η(1, 1))
induces an isomorphism H2(K,N)

∼→ N3.

(k). Show that H2(S4,M) is a 2-dimensional k-vector space.

Solution.

(a). We have K = 〈u, v〉 = {1, u, v, uv}, with uv = (13)(24), so the elements of K are 1
and the permutation in S4 that are the product of two transpositions with disjoint supports.
This implies that K is a normal subgroup of S4. Also, it is easy to see that the subgroup H
of S4 generated by r and s is equal to the group {σ ∈ S4 | σ(4) = 4}, which is isomorphic
to S3. We have H ∩ K = {1}, so the composition H ⊂ S4 → S4 /K is injective; as
|H| = 6 = 24/4 = |S4 /K|, this composition is an isomorphism, so S3 ' H

∼→ S4 /K.

(b). The uniqueness of τ follows from the fact that the set {u, v, r, s} generates S4.

Let us show the existence of τ . Consider the bijection F2
2 − {0} ' {1, 2, 3} send-

ing
(

1
0

)
to 3,

(
0
1

)
to 1 and

(
1
1

)
to 2. This induces an injective morphism of groups

ψ : GL2(F2) → S3 sending
(

0 1
1 0

)
to s and

(
0 1
1 1

)
to r. As |GL2(F2)| = 6 = |S3 |,

the morphism ψ is an automorphism, and we get the representation τ : S4 → GL2(k) as
the composition

S4 → S4 /K ' S3
ψ−1

→ GL2(F2) ⊂ GL2(k).

(c). Let Γ be any finite group of odd order. We will show that, for every k[Γ]-module N and
any p ≥ 1, we have Hp(Γ, N) = 0. By Remark IV.3.5.1, we can calculate Hp(Γ, N) as a
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derived functor on the category A = k[Γ]Mod. We claim that the abelian category A is
semisimple (that is, every short exact sequence splits), which implies that every additive
functor on A is exact, hence has trivial higher derived functors.

The semisimplicity of A follows from Maschke’s theorem, whose proof in this case goes
like so: Let 0 → N1

u→ N2
v→ N3 → 0 be an exact sequence of left k[Γ]-modules. As

k is a field, there exists a k-linear map w0 : N3 → N2 such that v ◦ w0 = idN3 . Define
z : N3 → N2 by

w(x) =
1

|Γ|
∑
γ∈Γ

γ · w0(γ−1 · x),

where we use the fact that |Γ| is odd to see that it is invertible in k. Then an easy calculation
shows that w is k[Γ]-linear and w ◦ v = idN3 .

(d). Consider the Hochschild-Serre spectral sequence for the extension
1→ Z/3→ S3 → Z/2Z→ 1 and the k[S3]-module N :

Epq
2 = Hp(Z/2Z,Hq(Z/3Z, N))⇒ Hp+q(S3, N).

By question (c), we have Epq
2 = 0 if q 6= 0, so the spectral sequence degenerates at the

second page, and Epq
∞ = Epq

2 . So, for every p ≥ 0, we get an isomorphism

Hp(S3, N) ' Ep,0
∞ = Ep,0

2 = Hp(Z/2Z, NZ/3Z).

(e). We use the formula of question (d). By definition of the action of S4 on M ,

the k-vector space MZ/3Z is the centralizer of
(

0 1
1 1

)
in M2(k), that is, the space{(

a b
b a+ b

)
, a, b ∈ k

}
, with the action of the nontrivial element s of Z/2Z given by

conjugation by
(

0 1
1 0

)
. If a, b ∈ k, we have(
0 1
1 0

)(
a b
b a+ b

)(
0 1
1 0

)
=

(
a+ b b
b a

)
.

So we get

MS3 =

{(
a 0
0 a

)
, a ∈ k

}
,

(1 + s) ·MZ/3Z = (s− 1) ·MZ/3Z =

{(
b 0
0 b

)
, b ∈ k

}
(remember that 2 = 0 in k), and

{x ∈MZ/3Z | (1 + s) · x = 0} =

{(
a 0
0 a

)
, a ∈ k

}
.

By problem A.7.2(a)(ii), we get Hp(S3,M) = Hp(Z/2Z,MZ/3Z) = 0 if p ≥ 1, and

H0(S3,M) =

{(
a 0
0 a

)
, a ∈ k

}
.
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(f). Apply (d) to the k[S3]-module H1(K,M), where the action of S3 comes from the isomor-
phism S3 ' S4 /K of (a).

(g). We use the description of H1(K,M) given in Subsection IV.3.5. As K acts trivially on M ,
a remark in this subsection gives H1(K,M) = Z1(K,M) = HomGrp(K,M). Moreover,
if we make G = S4 act on ZKn+1 via its action by diagonal conjugation on Kn+1, then
the unnormalized bar resolution X• → Z of Z as a left Z[K]-module is G-equivariant. So
we get actions of G on the groups Cn(K,M) that preserve the subgroups Zn(K,M) and
Bn(K,M), and induce the action of G on Hn(K,M). By definition of the action of G on
X•, the action of G on Cn(K,M)

∼→ F (Kn,M) (the set of functions from Kn to M ) is
given by (g · η)(k1, . . . , kn) = g · η(g−1k1g, . . . , g

−1kng), for g ∈ G, η : Kn → M and
k1, . . . , kn ∈ K. This implies in particular the second statement of (g).

(h). We have r−1ur = uv and r−1vr = u, so, by (g), we have an isomorphism
H1(K,M) = HomGrp(K,M)

∼→ M2 sending c : K → M to (c(u), c(v)), and the action
of r ∈ G on H1(K,M) corresponding to the following action on M2: if x, y ∈ M , then

r · (x, y) = (τ(r)(x+ y)τ(r)−1, τ(r)xτ(x)−1). If x =

(
a b
c d

)
, then we have

τ(r)xτ(r)−1 =

(
c+ d c

a+ b+ c+ d a+ c

)
.

So a straightforward calculation shows that

H1(K,M)Z/3Z
∼→
{

(x, y) ∈M2 | ∃a, b ∈ k with x =

(
a b

a+ b a

)
and y =

(
b a+ b
a b

)}
.

Moreover, we have sus = v and svs = u, so the action of s ∈ G on H1(K,M) corresponds
to the following action on M2: if x, y ∈ M , then s · (x, y) = (τ(s)yτ(s), τ(s)xτ(s)). If

x =

(
a b
c d

)
, then we have

τ(s)xτ(s) =

(
d c
b a

)
.

So, if N = H1(K,M)Z/3Z, we have

NZ/2Z = {n ∈ N | (1− s) · n = 0} = {n ∈ N | (1 + s) · n = 0}
= (1− s) ·N = (1 + s) ·N

=

{((
a a
0 a

)
,

(
a 0
a a

))
, a ∈ k

}
.

By question (f) and problem A.7.2(a)(ii), we get

H0(S3,H
1(K,M)) =

{((
a a
0 a

)
,

(
a 0
a a

))
, a ∈ k

}
and, if p ≥ 1, then

Hp(S3,H
1(K,M)) = 0.
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(i). Consider the Hochschild-Serre spectral sequence for the extension
1→ K → S4 → S3 → 1 and the k[S4]-module M :

Epq
2 = Hp(S3,H

q(K,M))⇒ Hp+q(S4,M).

By questions (e) and (h), we have Epq
2 = 0 if q ∈ {0, 1} and p 6= 0. So the second page of

the spectral sequence looks like this:

H0(S3,H
2(K,M)) H1(S3,H

2(K,M)) H2(S3,H
2(K,M)) H3(S3,H

2(K,M))

H0(S3,H
1(K,M)) 0 0 0

H0(S3,H
0(K,M)) 0 0 0

In particular, if r ≥ 2 and q ∈ {0, 1, 2}, then d0,q
r : E0,q

r → Er,q−r+1
r is zero, be-

cause Er,q−r+1
r = 0, hence E0,q

r+1 = E0,q
r . So we get E0,q

∞ = E0,q
2 if q ∈ {0, 1, 2}, and

E1,0
∞ = E1,1

∞ = E2,0
∞ = 0 (because the corresponding E2 terms are 0). This gives isomor-

phisms
H0(S4,M)

∼→ E0,0
∞ = H0(S3,H

0(K,M)),

H1(S4,M)
∼→ E0,1

∞ = H0(S3,H
1(K,M)),

and
H2(S4,M)

∼→ E0,2
∞ = H0(S3,H

2(K,M)).

(j). Let η ∈ C2(K,N). As K acts trivially on N , the function η is a 2-cocycle if and only if,
for all g1, g2, g3 ∈ K, we have

0 = η(g2, g3)− η(g1g2, g3) + η(g1, g2g3)− η(g1, g2).

As N is a k-vector space and k has characteristic 2, this relation can also be written as

(*) 0 = η(g2, g3) + η(g1g2, g3) + η(g1, g2g3) + η(g1, g2).

Also, the function η is a 2-coboundary if and only if there exists a function c : K → M
such that η = d1(c), that is, for all g1, g2 ∈ K,

(**) η(g1, g2) = c(g1) + c(g2) + c(g1g2).

Let η ∈ Z2(K,M). Taking g1 = g2 = 1 in equation (*), we get, for every g ∈ K,
η(1, 1) = η(1, g). Similarly, taking g2 = g3 = 1 in (*), we get, for every g ∈ K,
η(1, 1) = η(g, 1). Taking (g1, g2, g3) equal to (u, v, uv), (v, u, uv), (u, uv, v), (v, uv, u),
(uv, u, v) and (uv, v, u), we get the following six relations:

(1) η(u, v) + η(v, uv) = η(u, u) + η(uv, uv)
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(2) η(v, u) + η(u, uv) = η(v, v) + η(uv, uv)

(3) η(u, uv) + η(uv, v) = η(u, u) + η(v, v)

(4) η(v, uv) + η(uv, u) = η(u, u) + η(v, v)

(5) η(uv, u) + η(u, v) = η(v, v) + η(uv, uv)

(6) η(uv, v) + η(v, u) = η(u, u) + η(uv, uv)

Taking (g1, g2, g3) equal to (u, u, v), (v, v, u) and (uv, uv, u), (and using the fact that
η(1, g) = η(g, 1) = η(1, 1) for every g ∈ K), we get the following three relations:

(7) η(u, v) + η(u, uv) = η(u, u) + η(1, 1)

(8) η(v, u) + η(v, uv) = η(v, v) + η(1, 1)

(9) η(uv, v) + η(uv, u) = η(uv, uv) + η(1, 1)

Let α : C2(K,N3) → N3 be the morphism sending η : K2 → N
to (η(u, u) − η(1, 1), η(v, v) − η(1, 1), η(uv, uv) − η(1, 1)). We claim that
(Kerα) ∩ Z2(K,N) = B2(K,N).

Suppose first that η ∈ B2(K,N), and write η = d1(c), with c : K → N . Taking g1 = g2 in
(**) and using the fact that every element of K is of order 1 or 2, we get, for every g ∈ K,
η(g, g) = c(1). Hence η(g, g) = η(1, 1) for every g ∈ K, so α(η) = 0.

Conversely, let η ∈ Z2(K,N) such that α(η) = 0. Then
η(u, u) = η(v, v) = η(uv, uv) = η(1, 1), so equations (1)-(6) imply that
η(u, v) = η(v, uv) = η(uv, u) and η(v, u) = η(uv, v) = η(u, uv), and then equa-
tion (7) implies that η(u, v) = η(u, uv), so we finally get

η(u, v) = η(v, uv) = η(uv, u) = η(v, u) = η(uv, v) = η(u, uv).

Define c : K → N by c(u) = c(v) = 0, c(1) = η(1, 1) and c(uv) = η(u, v). Then it is
easy to check that η = d1(c), so η ∈ B2(K,M).

To finish the proof, we need to show that α induces a surjection Z2(K,N) → N3. Let
(x, y, z) ∈ N3. We want to find η ∈ Z2(K,N) such that α(η) = (x, y, z). As we
can always translate η by an element of B2(K,N) without changing α(η), we may take
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η(1, 1) = η(u, v) = 0. Then we must have η(u, u) = x, η(v, v) = y and η(uv, uv) = z,
and equations (1)-(9) imply that

η(v, uv) = x+ z

η(uv, u) = y + z

η(u, uv) = x

η(uv, v) = y

η(v, u) = x+ y + z

Also, if η is a 2-cocyle, we must have η(1, g) = η(g, 1) = η(1, 1) = 0 for every g ∈ K.
This determines the values of η on all of K2, and it is easy to check that the function η that
we defined is indeed a 2-cocycle.

(k). We know that H2(S4,M) ' H0(S3,H
2(K,M)) by question (i), so we need to calculate

the action of S3 on H2(K,M); we will use the isomorphism α : H2(K,M)
∼→ M3

of question (j). By the proof of question (g), an element g ∈ S4 acts on a 2-cocycle
η ∈ Z2(K,M) by (g · η)(k1, k2) = g · η(g−1k1g, g

−1k2g). Let η ∈ Z2(K,M), and let
(x, y, z) = α(η). We have sus = v, svs = u, s(uv)s = uv, r−1ur = uv, r−1vr = u and
r−1(uv)r = v, so

α(s · η) = (s · y, s · x, s · z)

and
α(r · η) = (r · z, r · x, r · y).

So η represents an element of H2(K,M)S3 if and only if s · y = x, s · x = y, s · z = z,
r · z = x, r · x = y and r · y = z. We already calculate the action of r and s on M in the

solution of question (h). The relation s · z = z is equivalent to the fact that z =

(
a b
b a

)
,

for a, b ∈ k. Then we get

x = r · z =

(
a+ b b

0 a+ b

)
and

y = r · x =

(
a+ b 0
b a+ b

)
.

We have z = r · y because r3 = 1, and it is clear that x = s · y and y = s · x. So the
k-vector space

H2(K,M)S3 '
{((

a+ b b
0 a+ b

)
,

(
a+ b 0
b a+ b

)
,

(
a b
b a

))
, a, b ∈ k

}
is 2-dimensional.

�
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A.9 Problem set 9

A.9.1 Abelian subcatgeories of triangulated categories

Let D be a triangulated category. We denote the shift functors by X 7−→ X[1], and we write
triangles as X → Y → Z → X[1] or X → Y → Z

+1→. For every X, Y ∈ Ob(D) and every
n ∈ Z, we write Homn

D(X, Y ) = Hom(X, Y [n]).

(a). Let X u→ Y
v→ Z

w→ X[1] and X ′ u
′
→ Y ′

v′→ Z ′
w′→ X ′[1] be two distinguished triangles of

D , and let g : Y → Y ′ be a morphism.

(i) Show that the following conditions are equivalent:

(1) v′ ◦ g ◦ u = 0;

(2) there exists f : X → X ′ such that u′ ◦ f = g ◦ u;

(3) there exists h : Z → Z ′ such that h ◦ v = v′ ◦ g;

(4) there exist f : X → X ′ and h : Z → Z ′ such that (f, g, h) is a morphism of
triangles.

(ii) Suppose that the conditions (i) hold and that Hom−1
D (X,Z ′) = 0. Show that the

morphisms f and h of (i)(2) and (i)(3) are unique.

(b). Let C be a full subcategory of D , and suppose that Homn(X, Y ) = 0 if X, Y ∈ Ob(C )
and n < 0.

(i) Let f : X → Y be a morphism of C . Take a distinguished triangle X
f→ Y → S

+1→
in D , and suppose that we have a distinguished triangle N [1] → S → C

+1→ with
N,C ∈ Ob(C ). In particular, we get morphisms α : N [1] → S → X[1] and
β : Y → S → X .

Show that α[−1] : N → X is a kernel of f and that β : Y → C is a cokernel of f .

We say that a morphism f of C is admissible if there exist distinguished triangles satisfying
the conditions of (i). We say that a sequence 0→ X

f→ Y
g→ Z → 0 of morphisms of C is

an admissible short exact sequence if there exists a distinguished triangleX
f→ Y

g→ Z
+1→

in D .

(ii) Suppose that C as a zero object. If X
f→ Y

g→ Z
+1→ is a distinguished triangle in D

with X, Y, Z ∈ Ob(C ), show that f and g are admissible, that f is a kernel of g and
that g is a cokernel of f .

(iii) If f : X → Y is an admissible monomorphism (resp. epimorphism) in C and
X

f→ Y
g→ Z

+1→ is a distinguished triangle in D , show that f has a cokernel (resp. a
kernel) in C and that Z ' Coker(f) (resp. Z[−1] ' Ker(f)).
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(iv) Suppose that every morphism of C is admissible and C is an additive subcategory of
D . Show that C is an abelian category and that every short exact sequence in C is
admissible.

(v) Suppose that C is an abelian category and that every short exact sequence in C is
admissible. Show that every morphism of C is admissible.

Solution.

(a). (i) Obviously, point (4) implies (2) and (3). Also, as v′ ◦ u′ = 0 and v ◦ u = 0 by
Proposition V.1.1.11(i) , points (2) and (3) each imply (1). Also, by axiom (TR4), we
have that (2) implies (4). So it remains to show that (1) implies (2). Applying the
cohomological functor HomD(X, ·) to the distinguished triangle X ′ → Y ′ → Z ′

+1→,
we get an exact sequence

HomD(X,X ′)
u′◦(·)→ HomD(X, Y ′)

v′◦(·)→ HomD(X,Z ′).

So, if v′ ◦ (g ◦ u) = 0 (that is, if (1) holds), then there exists f ∈ HomD(X,X ′) such
that u′ ◦ f = g ◦ u (that is, (2) holds).

(ii) In the exact sequence of (i), the kernel of u′ ◦ (·) : HomD(X,X ′)→ HomD(X, Y ′) is
the image of the morphism w′[−1] ◦ (·) : HomD(X,Z ′[−1])→ HomD(X,X ′). This
gives the uniqueness of f in (2) (if it exists). To show the uniqueness of h, suppose
that we have two morphisms h, h′ : Z → Z ′ such that h ◦ v = v′ ◦ g = h′ ◦ v,
so that (h − h′) ◦ v = 0. Applying the cohomological functor HomD(·, Z ′) to the
distinguished triangle X → Y → Z

+1→, we get an exact sequence

HomD(X[1], Z ′) = HomD(X,Z ′[−1]) = 0→ HomD(Z,Z ′)→ HomD(Z, Y ′).

So the morphism (·) ◦ v : HomD(Z,Z ′) → HomD(Y, Z ′) is injective, which shows
that h = h′.

(b). (i) We show that β is a cokernel of f . Let g : Y → Z be a morphism of C such that
g ◦ f = 0. We want to show that there exists a unique morphism g′ : C → Z
such that g′ ◦ β = g. By (TR1) and (TR3), we have a distinguished triangle
0→ Z

idZ→ Z → 0[1] = 0. Applying question (a) to the diagram

X
f
// Y

g

��

// S //

h
��

X[1]

0 // Z
idZ
// Z // 0

and using the fact that Hom−1
D (X,Z) = 0 (because X,Z ∈ Ob(C )), we see that

there exists a unique morphism h : S → Z making the diagram commute. This
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already implies the uniqueness of g′ (if it exists). To show the existence of g′, we
apply question (a) again to the diagram

N [1] // S //

h
��

C //

g′

��

N [2]

0 // Z
idZ
// Z // 0

The hypothesis of (a) is satisfied, because the composition of h and of N [1] → S is
an element of HomD(N [1], Z) = Hom−1

D (N,Z) = 0.

We show that α[−1] is a kernel of f . The proof is similar. Let g : Z → X be a
morphism of C such that f ◦ g = 0. We want to show that there exists a unique
morphism g′ : Z → N such that α[−1] ◦ g′ = g. First, we apply question (a) to the
diagram

Z

h
��

idZ // Z //

g

��

0 // 0

S[−1] // X
f
// Y // S

Using the fact that Hom−1
D (Z, Y ) = 0 (because Y, Z ∈ Ob(C )), we see that there is

a unique morphism h : Z → S[−1] making the diagram commute. This impluies the
uniqueness of g′. To show the existence of g′, we apply question (a) to the diagram

Z

g′

��

idZ // Z //

h
��

0 // 0

N // S[−1] // C[−1] // N [2]

The hypothesis of (a) is satisfied, because the composition of h and of
S[−1]→ C[−1] is an element of HomD(Z,C[−1]) = 0.

(ii) The morphism f is admissible, because we take S = Z in question (i), and then
we have a distinguished triangle 0 → S → Z → 0. Similarly, the morphism g is
admissible, because we can take S = X[1] in (i), and then we have a distinguished
triangle X[1] → S → 0 → X[2]. Also, question (i) immediately implies that g is a
cokernel of f and that f is a kernel of g.

(iii) Let f : X → Y be an admissible morphism in C , and let X
f→ Y → S = Z

+1→
and N [1]→ S → C

+1→ be distinguished triangles as in question (i); by that question,
we have Ker f = N and Coker f = C. If f is a monomorphism, this implies
that N = 0, so the morphism S → C is an isomorphism, which shows that S is
isomorphic to the cokernel of f . If f is an epimorphism, then we have C = 0, so the
morphism N [1] → S is an isomorphism, which shows that S[−1] is isomorphic to
the kernel of f .
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(iv) By question (i), every morphism of C has a kernel and a cokernel. Let f : X → Y be
a morphism of C ; we need to check that the canonical morphism Coim(f)→ Im(f)
is an isomorphism, or in other words that the canonical morphism X → Im(f) is
a cokernel of ker(f) → X . Let X

f→ Y → S
+1→ and N [1] → S → C

+1→ be
distinguished triangles as in question (i), and let α[−1] : N → X and β : Y → C
be the morphisms defined in that question. Applying the octahedral axiom to the
morphisms Y → S and S → C and to their composition β, we get a commutative
diagram where the rows and the third column are distinguished triangles:

Y // S

��

// X[1] //

��

Y [1]

��

Y
β

//

��

C // I[1] //

��

Y [1]

��

S //

��

C //

��

N [2] //

��

S[1]

��

Y [1] // S[1] // X[2] // Y [2]

As β is the cokernel of f , it is an epimorphism, so, by question (iii), the morphism
I → Y is isomorphic to Ker(β) → Y , that is, to Im(f) → Y . As we have a
distinguished triangle N → X → I → N [1], question (iii) shows that X → I is
isomorphic to X → Coker(α[−1]), that is, to X → Coim(f), so we are done.

Finally, we show that every short exact sequence of C is admissible. Let
0→ X

f→ Y
g→ Z → 0 be a short exact sequence in C , and let X

f→ Y → S
+1→ be

a distinguished triangle in D . As f is an admissible monomorphism and g : Y → Z
is a cokernel of f , question (iii) implies that there exists a commutative triangle

Y
g
//

��

Z

o
��

S

where Z → S is an isomorphism. This implies that X
f→ Y

g→ Z extends to a
distinguished triangle.

(v) Let f : X → Y be a morphism of C . Let N = Ker(f), C = Coker(f)
and I = Im(f). We have exact sequences 0 → N → X → I → 0 and
0 → I → Y → C → 0, that extend to distinguished triangles in D by the hy-
pothesis. Applying the octohedral axiom to the morphism X → I and I → Y and
to their composition X

f→ Y , we get a commutative diagram where the rows and the
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third column are distinguished triangles:

X // I //

��

N [1]

��

// X[1]

X //

��

Y // S //

��

X[1]

��

I // Y // C

��

// I[1]

N [2]

This gives the two triangles of (i) and shows that f is admissible.

�

A.9.2 t-structures

We use the convention of problem A.9.1. A t-structure on D is the date of two full subcategories
D≤0 and D≥0 such that (with the convention that D≤n = D≤0[−n] and D≥n = D≥0[−n]);

(0) If X ∈ Ob(D) is isomorphic to an object of D≤0 (resp. D≥0), then X is in D≤0 (resp.
D≥0).

(1) For every X ∈ Ob(D≤0) and every Y ∈ Ob(D≥1), we have Hom(X, Y ) = 0.

(2) We have D≤0 ⊂ D≤1 and D≥0 ⊃ D≥1.

(3) For every X ∈ Ob(D), there exists a distinguished triangle A → X → B
+1→ with

A ∈ Ob(D≤0) and B ∈ Ob(D≥1).

We fix a t-structure (D≤0,D≥0) on D .

(a). Show that the distinguished triangle of condition (3) is unique up to unique isomorphism.

(b). For every n ∈ Z, show that the inclusion functor D≤n ⊂ D has a right adjoint τ≤n and the
inclusion functor D≥n ⊂ D has a left adjoint τ≥n. (Hint: It suffice to treat the case n = 0.)

(c). For every n ∈ Z, show that there is a unique morphism δ : τ≥n+1X → (τ≤nX)[1] such
that the triangle τ≤nX → X → τ≥n+1X

δ→ (τ≤nX)[1] is distinguished, where the other
two morphisms are given by the counit and unit of the adjunctions of (b).

(d). Let a, b ∈ Z such that a ≤ b, and let X ∈ Ob(D). Show that there exists a unique
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morphism α : τ≥aτ≤bX → τ≤bτ≥aX such that the following diagram commutes:

τ≤bX //

��

X // τ≥aX

τ≥aτ≤bX α
// τ≤bτ≥aX

OO

(where all the other morphisms are counit or unit morphisms of the adjunctions of (b)), and
that α is an isomorphism. (Hint: Apply the octahedral axiom to τ≤a−1X

f→ τ≤bX
g→ X .)

(e). If a, b ∈ Z are such that a ≤ b, show that, for every X ∈ Ob(D), we have
τ≥aτ≤bX ∈ Ob(D≥a) ∩Ob(D≤b).

Let C = D≤0 ∩ D≥0; that is, C is the full subcategory of D such that
Ob(C ) = Ob(D≤0) ∩ Ob(D≥0). We denote the functor τ≤0τ≥0 : D → C by H0. The cat-
egory C is called the heart or core of the t-structure.

(f). Show that C is an abelian category.

(g). Show that, if X → Y → Z
+1→ is a distinguished triangle in D such that X,Z ∈ Ob(C ),

then Y is also in C .

(h). The goal of this question is to show that the functor H0 : D → C is a cohomological
functor. Let X → Y → Z

+1→ be a distinguished triangle in D .

(i) If X, Y, Z ∈ Ob(D≤0), show that the sequence H0(X) → H0(Y ) → H0(Z) → 0
is exact in C . (Hint: A sequence of morphisms A → B → C → 0 in an abelian
category A is exact if and only if, for every object D of A , the sequence of abelian
groups 0→ HomA (C,D)→ HomA (B,D)→ HomA (A,D) is exact.)

(ii) If X ∈ Ob(D≤0), show that the sequence H0(X) → H0(Y ) → H0(Z) → 0 is exact
in C . (Hint: Construct a distinguished triangle X → τ≤0Y → τ≤0Z

+1→.)

(iii) If Z ∈ Ob(D≥0), show that the sequence 0 → H0(X) → H0(Y ) → H0(Z) is exact
in C .

(iv) In general, show that the sequence H0(X)→ H0(Y )→ H0(Z) is exact in C .

Solution.

(a). Suppose that we have two distinguished triangles A→ X → B
+1→ and A′ → X → B′

+1→
withA,A′ ∈ Ob(D≤0) andB,B′ ∈ Ob(D≥1). We haveB′[−1] ∈ Ob(D≥2) ⊂ Ob(D≥1),
so, by condition (1), HomD(A,B′) = 0 and Hom−1

D (A,B′) = HomD(A,B′[−1]) = 0. So
question (i) of problem A.9.1 implies that idX extends to a unique morphism of distin-
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guished triangles
A //

u

��

X //

idX
��

B //

v

��

A[1]

u[1]

��

A′ // X // B′ // A′[1]

Exchanging the roles of (A,B) and (A′, B′), we get that idX also extends to a unique
morphism of distinguished triangles

A′ //

u′

��

X //

idX
��

B′ //

v′

��

A′[1]

u′[1]
��

A // X // B // A[1]

So we have two endomorphisms of the distinguished triangle A → X → B
+1→ extending

idX , the endomorphisms given by (u′ ◦ u, idX , v′ ◦ v) and (idA, idX , idB). For the same
reason as before, these morphisms must be equal, so u′ ◦ u = idA and v′ ◦ v = idB. We
see similarly that u ◦ u′ = idA′ and v ◦ v′ = idB′ .

(b). As the shift is an auto-equivalence of D , we may assume that n = 0.

To show that the inclusion functor D≤0 → D has a right adjoint, it suffices by Proposition
I.4.7 to show that the functor FY : HomD(·, Y ) : (D≤0)op → Set is representable for
every Y ∈ Ob(D). Let Y ∈ Ob(D), and let A → Y → B

+1→ be a distinguished triangle
with A ∈ Ob(D≤0) and B ∈ Ob(D≥1). Let X ∈ Ob(D). Then we have an exact
sequence

HomD(X,B[−1])→ HomD(X,A)→ HomD(X, Y )→ HomD(X,B).

If X ∈ Ob(D≤0), then HomD(X,B[−1]) = HomD(X,B) = 0 by condition (1) (because
B[−1] ∈ Ob(D≥2) ⊂ Ob(D≥1)), so the morphism HomD(X,A) → HomD(X, Y ) is an
isomorphism. This shows that FY is representable by the couple (A,A → Y ) (note that
the morphism A→ Y is an element of FY (A)).

Similary, To show that the inclusion functor D≥0 → D has a left adjoint, it suffices by
Proposition I.4.7 to show that the functor GX : HomD(X, ·) : D≥0 → Set is representable
for every X ∈ Ob(D). As in the previous paragraph, we see that, if A→ X → B

+1→ is a
distinguished triangle with A ∈ Ob(D≤−1) and B ∈ Ob(D≥0) (to get such a triangle, use
condition (3) for X[−1] and then apply the functor [1]), then GX is representable by the
pair (B,X → B).

(c). As in question (b), it suffices to treat the case n = 0. Let X ∈ Ob(D), and let
A → X → B → A[1] be a distinguished triangle such that A ∈ Ob(D≥0) and
B ∈ Ob(D≥1). We have seen in the solution of question (b) that the morphism τ≤0X → X
is isomorphic to A→ X , and the morphism X → τ≥1X is isomorphic to X → B, so the
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morphism B → A[1] induces a morphism δ : τ≥1X → (τ≤0X)[1] that makes the triangle
τ≤0X → X → τ≥1X

δ→ (τ≤0X)[1] distinguished.

(d). Let X ∈ Ob(D). As D≤a ⊂ D≤b, the canonical morphism τ≤bX → X induces an
isomorphism HomD(τ≤aX, τ≤bX)

∼→ HomD(τ≤aX, τ≤bX), so the canonical morphism
τ≤aX → X factors through a morphism τ≤aX → τ≤bX; applying the functor τ≤a, we
get a sequence of morphisms

τ≤aX → τ≤aτ≤bX → τ≤bX → X.

Hence, if Y is an object of D≤a, then the bijection HomD(Y, τ≤aX)
∼→ HomD(Y,X) is

equal to the composition

HomD(Y, τ≤aX)→ HomD(Y, τ≤aτ≤bX)→ HomD(Y, τ≤bX)→ HomD(Y,X),

where the second and third maps are bijection. This shows that
HomD(Y, τ≤aX) → HomD(Y, τ≤aτ≤bX) is bijective for every Y ∈ Ob(D≤a), i.e.
that the morphism τ≤aX → τ≤aτ≤bX is an isomorphism. Similarly, we have a canonical
isomorphism τ≥bτ≥aX

∼→ τ≥bX for every X ∈ Ob(D).

Note also that, by question (c), if c ∈ Z, then an object X of D is in D≤c (resp. D≥c)
if and only if τ≥c+1X = 0 (resp. τ≤c−1X = 0). In particular, if X ∈ Ob(D), then we
have τ≥b+1τ≥aτ≤bX = τ≥b+1τ≤bX = 0 and τ≤a−1τ≤bτ≥aX = τ≤a−1τ≥aX = 0 (where
the first isomorphisms are proved in the previous paragraph), so τ≥aτ≤bX ∈ D≤b and
τ≤bτ≥aX ∈ Ob(D≥a).

Now let X ∈ Ob(D). By definition of τ≥a, the morphism τ≤bX → X → τ≥aX factors
uniquely as

τ≤bX → τ≥aτ≤bX
(1)→ τ≥aX.

As τ≥aτ≤bX ∈ Ob(D≤b), the morphism (1) factors uniquely as

τ≥aτ≤bX
(2)→ τ≤bτ≥aX → τ≥aX.

It remains to show that (2) is an isomorphism. Applying the octahedral axiom to the canon-
ical morphism τ≤a−1X → τ≤bX → X (and their composition), we get a commutative
diagram whose rows and third column are distinguished triangles:

τ≤a−1X // τ≤bX //

��

τ≥aτ≤bX
+1
//

��

τ≤a−1X //

��

X // τ≥aX
+1

//

��

τ≤bX // X // τ≥b+1X
+1
//

+1

��
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So, by question (c), we have a morphism of distinguished triangles

τ≥aτ≤bX //

(2)
��

τ≥aX // τ≥b+1X
+1
//

τ≤bτ≥aX // τ≥aX // τ≥b+1X
+1
//

This shows that (2) is an isomorphism.

(e). We already showed this in the solution of question (d).

(f). We already know that C is a full addditive subcategory of D , because it is the intersection
of two full additive subcategories. We also have Homn(X, Y ) = 0 if X, Y ∈ Ob(C ) and
n < 0 by properties (1) and (2) of a t-structure. So, by question (b)(iv) of problem A.9.1,
it suffices to show that every morphism of C is admissible. Let f : X → Y be a morphism
of C , and complete it to a distinguished triangle X → Y → S

+1→. Let N = τ≤−1S[−1]

and C = τ≥0S. By question (c), we have a distinguished triangle N [1] → S → C
+1→,

so it suffices to show that N and C are in C . By question (e), it suffices to show that
S ∈ Ob(D≤0 ∩D≥−1).

Note that we have a distinguished triangle Y → S → X[1]
+1→. Let S ′ = τ≥1S. As

Y ∈ Ob(D≤0) and X[1] ∈ Ob(D≤−1) ⊂ Ob(D≤0), condition (1) in the definition of a
t-structure implies that HomD(Y, S ′) = HomD(X[1], S ′) = 0, and, applying the cohomo-
logical functor HomD(·, S ′) to the distinguished triangle Y → S → X[1]

+1→, we deduce
that HomD(S, S ′) = 0. As HomD(S, S ′) = HomD≥1(S ′, S ′), this implies that S ′ = 0,
hence that S ∈ Ob(D≤0). The proof that S ∈ Ob(D≥−1) is similar.

(g). We showed in the solution of (f) that, if X and Z are in D≤0 (resp. in D≥0), then so is Y .
This immediately implies the result.

(h). (i) We first prove the hint. If A → B → C → 0 is exact, the exactness of
0 → HomA (C,D) → HomA (B,D) → HomA (A,D) for every D simply follows
from the left exactness of the functor HomA (·, D). Suppose that we have morphisms
A

f→ B
g→ C such that 0 → HomA (C,D) → HomA (B,D) → HomA (A,D)

is exact for every D. Taking D = Coker g, we see that the canonical morphism
u : C → Coker g is sent to 0 = u◦g ∈ HomA (B,Coker g), so u = 0, so Coker g = 0
and g is surjective. Also, taking D = C, we see that idC goes to g ∈ HomD(B,C),
then to g ◦ f ∈ HomA (A,C), so we have g ◦ f = 0. It remains to show that the in-
clusion Im f ⊂ Ker g is an isomorphism. Take D = B/ Im f and let v : B → D be
the canonical projection. Then v ◦ f = 0, so, by hypothesis, there exists a morphism
w : C → D such that v = w ◦ g. In particular, we have Ker g ⊂ Ker v = Im f .

Now we prove the statement of (i). As X ∈ D≤0, then we have H0(X) = τ≥0X ,
hence HomC (H0(X), D) ' HomD(X,D) for every D ∈ Ob(C ), and similarly
for Y and Z. Also, if D ∈ Ob(C ), then axiom (1) of t-structures implies that
HomD(X[1], D) = 0. So, if D ∈ Ob(C ), applying the cohomological functor
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HomD(·, D) to the distinguished triangle X → Y → Z
+1→ gives an exact sequence

HomD(X[1], D) = 0→ HomC (H0(Z), D)→ HomC (H0(Y ), D)→ HomD(H0(X), D).

This shows that the sequence H0(X)→ H0(Y )→ H0(Z)→ 0 is exact in C .

(ii) For every T ∈ Ob(D≥1), applying the cohomological functor HomD(·, T ) to
X → Y → Z

+1→ and using the fact that HomD(X,T ) = HomD(X[1], T ) = 0
(because X,X[1] ∈ Ob(D≤0)) gives an isomorphism HomD(Z, T )

∼→ HomD(Y, T ),
hence an isomorphism HomD(τ≥1Z, T )

∼→ HomD(τ≥1Y, T ). This implies that the
functor τ≥1 sends the morphism Y → Z to an isomorphism. Applying the octahe-
dral axiom to the morphisms Y → Z → τ≥1Z, we get a commutative diagram whose
rows and third column are distinguished triangles:

Y // Z //

��

X[1]
+1

//

��

Y //

��

τ≥1Z // τ≥0Y [1]
+1
//

��

Z // τ≥1Z // τ≤0Z
+1

//

+1

��

So we have a distinguished triangle X → τ≤0Y → τ≤0Z
+1→. Applying question (i)

gives an exact sequence

H0(X)→ H0(τ≤0Y )→ H0(τ≤0Z)→ 0

in C . As the morphism H0(τ≤0Y ) → H0(Y ) induced by τ≤0Y → Y is an isomor-
phism (by definition of H0) and similarly for Z, we are done.

(iii) This is just the result of question (ii) in the opposite category. (Note that (D≥0,D≤0)
is a t-structure on Dop.)

(iv) Applying the octahedral axiom to the morphisms τ≤0X → X → Y , we get a com-
mutative diagram whose rows and third column are distinguished triangles:

τ≤0X // X //

��

τ≥1X
+1
//

��

τ≤0X //

��

Y // T
+1

//

��

X // Y // Z
+1

//

+1

��
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Question (ii) for the second row gives an exact sequence

H0(τ≤0X) = H0(X)→ H0(Y )→ H0(T )→ 0,

and question (iii) for the distinguished triangle T → Z → τ≥1X[1]
+1→ gives an exact

sequence
0→ H0(T )→ H0(Z).

Putting these two sequences together, we see that the sequence

H0(X)→ H0(Y )→ H0(Z)

is exact.

�

A.9.3 The canonical t-structure

Let A be an abelian category.

(a). Let n ∈ Z. If X ∈ Ob(D≤n(A )) and Y ∈ Ob(D≥n+1(A )), show that
HomD(A )(X, Y ) = 0.

(b). Show that (D≤0(A ),D≥0(A )) is a t-structure on D(A ), that its heart is equivalent to A ,
and that the associated functor H0 : D(A )→ A is the 0th cohomology functor.

Solution.

(a). After replacing X and Y by isomorphic objects in D(A ), we may assume that Xm = 0
for m > n and Xm = 0 for m ≤ n. Let u : X → Y be a morphism in D(A ).
Then we have morphisms f : X → Z and s : Y → Z in K(A ) such that s is a
quasi-isomorphism and u = s−1 ◦ f in D(A ). As Y m = 0 for m ≤ n, the morphism
s′ = τ≥n+1s : Y = τ≥n+1Y → Z ′ = τ≥n+1Z is also a quasi-isomorphism, and we have a
commutative diagram:

Z

X

f @@

τ≥n+1f ��

Y

s
^^

s′��

Z ′

By Theorem V.2.2.4 , this implies that s−1 ◦ f = s′−1 ◦ τ≥n+1f as morphisms in D(A ).
But Xm = 0 for m ≥ n+ 1, so τ≥n+1f = 0, and finally u = 0.

(b). Let D≤0 = D≤0(A ) and D≥0 = D≥0(A ). Note that, for every n ∈ Z, we have
D≤n = D≤n(A ) and D≥n = D≥n(A ). We check conditions (0)-(3) in the definition
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of a t-structure. Condition (0) is clear, condition (1) follows from question (a), condition
(2) follows from the description of D≤1 and D≥1 that we just gave, and condition (3)
follows from Proposition V.4.2.7(i).

The fact that the heart of the t-structure (D≤0,D≥0) is canonically equivalent to A is
proved in Remark V.4.2.5. Finally, the isomorphisms of functors H0 ' τ≤0τ≥0 is Proposi-
tion V.4.2.7(ii).

�

A.9.4 Torsion

Let D = D(Ab), and let

∗D≤0 = {X ∈ D | Hi(X) = 0 for i > 1, and H1(X) is torsion}

and
∗D≥0 = {X ∈ D | Hi(X) = 0 for i < 0, and H0(X) is torsionfree}.

Let C = ∗D≤0 ∩ ∗D≥0.

(a). Show that (∗D≤0, ∗D≥0) is a t-structure on D .

(b). Let f : A → B be a morphism of torsionfree abelian groups. We can see A and B as
objects of C (concentrated in degree 0), and then f is also a morphism of C .

(i) Show that f is a monomorphism in C if and only if f is injective (and Ab) and
B/f(A) is torsionfree.

(ii) Show that f is an epimorphism in C if and only if f ⊗Z Q is surjective.

(iii) Calculate the kernel, the cokernel and the image of f in C .

(c). For every n ≥ 1, show that Ext1
Ab(Z/nZ,Z) ' Z/nZ.

(d). If A and B are finitely generated abelian groups, show that ExtnAb(A,B) = 0 for every
n ≥ 2. 32

(e). LetX ∈ Ob(C ). Suppose that Hi(X) is a finitely generated abelian group for every i ∈ Z.
If HomD(X,Z) = 0, show that X = 0.

(f). Give an example of a nonzero X ∈ Ob(C ) such that HomD(X,Z) = 0.

(g). Let X ∈ Ob(D). If X ∈ Ob(∗D≤0) (resp X ∈ Ob(∗D≥0 ∩Db(Ab)) and Hi(X) is finitely
generated for every i ∈ Z), show that RHomAb(X,Z) is in D≥0(Ab) (resp. D≤0(Ab)).

32This actually holds for any abelian groups.
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(h). Let X ∈ Ob(D) be a bounded complex of finitely generated abelian groups. If
RHomAb(X,Z) is in D≥0(Ab) (resp. D≤0(Ab)), show that X ∈ Ob(∗D≤0) (resp
X ∈ Ob(∗D≥0)).

Solution.

(a). Note that ∗D≤0 ⊂ D≤1(A ) and ∗D≥0 ⊂ D≥0(A ).

Condition (0) is obvious. Let X ∈ Ob(∗D≤0) and Y ∈ Ob(∗D≥1). Then X ∈ D≤1(A )
and Y ∈ D≥1(A ), so we have isomorphisms

HomD(X, Y )
∼→ HomD(τ≥1X, Y )

∼→ HomD(τ≥1X, τ≤1Y ) = HomAb(H1(X),H1(Y )).

As H1(X) is torsion and H1(Y ) is torsionfree, this last group is equal to 0. This proves
condition (1). Condition (2) is clear.

If X ∈ Ob(C(Ab)), we set

B1(X)′ = {z ∈ Z1(X) | ∃n ∈ Z− {0}, nz ∈ B1(X)},

and we define ∗τ≤0X and ∗τ≥1X by
∗τ≤0(X) = (. . .→ X−2 → X−1 → X0 → B1(X)′ → 0→ . . .)

and
∗τ≥1(X) = (. . .→ 0→ 0→ X1/B1(X)′ → X2 → X3 → . . .).

These constructions are clearly functorial in X , and we have obvious morphisms
∗τ≤0X → X and X → ∗τ≥1X . If we apply the functor Hn to the first morphism, then we
get the identity of Hn(X) if n ≤ 0, the inclusion 0 → Hn(X) if n ≥ 2, and the inclusion
H1(X)tors → H1(X) if n = 1. If we apply the functor Hn to the second morphism, then
we get the identity of Hn(X) if n ≥ 2, the unique map Hn(X) → 0 if n ≤ 0, and the
projection H1(X) → H1(X)/H1(X)tors if n = 1. In particular, if X → Y is a quasi-
isomorphism, then so are the morphisms ∗τ≤0X → ∗τ≤0Y and ∗τ≥1X → ∗τ≥1Y , so the
functors ∗τ≤0 and ∗τ≥1 induce endofunctors of D(|Ab), that we will still write ∗τ≤0 and
∗τ≥1. Finally, for every X ∈ Ob(C(Ab)), the sequence 0→ ∗τ≤0X → X → ∗τ≥1X → 0

is exact in C(Ab), so it induces a distinguished triangle ∗τ≤0X → X → ∗τ≥1X
+1→ in

D(Ab). As ∗τ≤0X ∈ Ob(∗D≤0) and ∗τ≥1X ∈ Ob(∗D≥1) by construction, this proves
condition (3).

(b). Let f : A → B be a morphism of torsionfree abelian groups. We denote by KerC f ,
CokerC f etc the kernel, cokernel etc of f in the category C , and by Ker f , Coker f etc
the kernel, cokernel etc of f in the category Ab.

We solve question (iii) first, by using the formulas for KerC f and CokerC f from question
(b)(i) of problem A.9.1. First we complete f : A → B to the distinguished triangle
A

f→ B → Mc(f)
+1→. By definition of the mapping cone, the complex Mc(f) is equal to

. . .→ 0→ A
f→ B → 0→ . . . ,
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with B in degree 0. Then we have KerC f [1] = ∗τ≤−1Mc(f) and CokerC f = ∗τ≥0Mc(f).
By the formulas that we proved in the solution of question (a), this shows that KerC f is
the complex

. . .→ 0→ A→ I → 0→ . . .

with A in degree 0, and CokerC f is the complex

. . .→ 0→ B/I → 0→ . . .

with B/I in degree 0, where

I = {x ∈ B | ∃n ∈ Z− {0}, nx ∈ Im f}.

Note that the abelian group B/I is torsionfree, so we can apply what we just did to cal-
culate the kernel (in C ) of the canonical projection B → B/I , which is ImC f . We get
that

ImC f = (. . .→ 0→ B → B/I → 0→ . . .),

where B is in degree 0; this is quasi-isomorphic to the object I of Ab, seen as complex
concentrated in degree 0 (the quasi-isomorphism is given by the inclusion I ⊂ B); note
that this is an object of C because I is torsionfree.

Now we can solve (i) and (ii) easily. For example, the morphism f is an epismorphism in C
if and only if I = Im f = B, that is, if and only if B/ Im f is torsion, which is equivalent
to the fact that f ⊗Z Z is surjective (in the category of Q-vector spaces). On the other
hand, the morphism f is a monomorphism in C if and only if KerC f = 0, which means
that the complex . . . → 0 → A → I → 0 → . . . is quasi-isomorphic to 0, i.e. has zero
cohomology. This happens if and only if the morphism A→ I is injective (i.e., as I ⊂ B,
the morphism f itself is injective in Ab) and I = Im f (i.e. B/ Im f is torsionfree).

(c). The exact sequence
0→ Z ·n→ Z→ Z/nZ→ 0

is a projective resolution of Z/nZ in Ab, so we can calculate the ExtiZ(Z/nZ,Z) by
applying the functor HomZ(·,Z) to the complex . . .→ 0→ Z ·n→ Z→ 0→ . . . (with the
second Z in degree 0). We get Ext0

Z(Z/nZ,Z) = HomZ(Z/nZ,Z) = Ker(Z ·n→ Z) = 0,
Ext1

Z(Z/nZ,Z) = Coker(Z ·n→ Z) = Z/nZ, and ExtiZ(Z/nZ,Z) = 0 if i 6∈ {0, 1}.

(d). Using the resolution of Z/nZ from the solution of question (c), we get that, if B is any
abelian group, then Ext0

Z(Z/nZ, B) = {x ∈ B | nx = 0}, Ext1
Z(Z/nZ, B) = B/nB,

and ExtiZ(Z/nZ, B) = 0 if i 6∈ {0, 1}. Also, as Z is a projective Z-module, we have
Ext0

Z(Z, B) = HomZ(Z, B) = B and ExtiZ(Z, B) = 0 for i 6= 0.

Let A be a finitely generated abelian group and B be an abelian group. Then A = A0⊕A1

where A0 is finitely generated free abelian group and A1 is a finitely generated torsion
abelian group, i.e. a direct sum of groups Z/nZ for n ≥ 1. So, if i ≥ 1, we have
ExtiZ(A,B) = ExtiZ(A1, B), and ExtiZ(A1, B) = 0 if i ≥ 2.
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(e). As Hi(X) = 0 for i 6∈ {0, 1}, we have τ≤−1X ' 0 and τ≥2X ' 0, so, by Proposition
V.4.2.7, the canonical morphisms τ≤0X → H0(X) and H1(X)[−1] → τ≥1X are isomor-
phisms. In particular, using the remark after Definition V.4.5.1, we get, for every i ∈ Z,

HomD(τ≥1X[−i],Z) = HomD(H1(X),Z[1 + i]) = Ext1+i
Z (H1(X),Z) = 0,

which is 0 by question (d) if i ≥ 1. On the other hand, we have

HomD(τ≤0X[i],Z) = Ext−iZ (H0(X),Z),

which is equal to 0 if i ≥ 1. So applying HomD(·,Z) to the distinguished triangle
τ≤0X → X → τ≥1X

+1→ gives an exact sequence

0→ Ext1
Z(H1(X),Z)→ HomD(X,Z)→ HomZ(H0(X),Z)→ 0.

Hence, of HomD(X,Z) = 0, then HomZ(H0(X),Z) = Ext1
Z(H1(X),Z) = 0.

As X is an object of C , we know that H0(X) is torsionfree and H1(X) is torsion.
Moreover, by assumption, both H0(X) and H1(X) are finitely generated. So we have
H0(X) ' Zn for some n ∈ N, and HomZ(H0(X),Z) ' Zn ' H0(X) (non canonically).
On the other hand, we have H1(X) '

⊕r
s=1 Z/nsZ for some integers n1, . . . , nr ≥ 2.

By question (c), we get that Ext1
Z(H1(X),Z) ' H1(X) (also non canonically). So, if

HomD(X,Z) = 0, then H0(X) = 0 and H1(X) = 0, which shows that X ' 0 in D , hence
in C .

(f). Let X = Q (concentrated in degree 0). Then X 6' 0, but
HomD(X,Z) = HomZ(Q,Z) = 0.

(g). Suppose that X ∈ Ob(∗D≤0). Then X ∈ Ob(D≤1(Ab)), so we have an exact triangle

τ≤0X → X → τ≥1X ' H1(X)[−1]
+1→ .

Applying the triangulated functor RHomAb(·,Z), we get an exact triangle in D(Ab):

RHomD(H1(X)[−1],Z) = RHomD(H1(X),Z)[1]→ RHomD(X,Z)→ RHomD(τ≤0X,Z)
+1→ .

If i ≤ −1, then Z[−i] ∈ D≥1(Ab), so Hi(RHomD(τ≤0X,Z)) = HomD(τ≤0X,Z[−i]) = 0.
This shows that RHomD(τ≤0X,Z) ∈ Ob(D≥0(Ab)). For every i ∈ Z, we have

Hi(RHomD(τ≥1X,Z)) = Exti+1
Z (H1(X),Z).

This is equal to 0 if i ≤ −2; if i = −1, then Exti+1
Z (H1(X),Z) = HomZ(H1(X),Z) is

also equal to 0, since H1(X) is torsion. So RHomD(τ≥1X,Z) is also in Ob(D≥0(Ab)).
As we have an exact sequence

Hi(RHomD(τ≥1X,Z))→ Hi(RHomD(X,Z))→ Hi(RHomD(τ≤0X,Z))
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for every i ∈ Z, we conclude that Hi(RHomD(X,Z)) = 0 for i ≤ −1, i.e. that
RHomD(X,Z) is in D≥0(Ab).

Suppose thatX ∈ Ob(∗D≥0∩Db(Ab)) and that the Hi(X) are finitely generated. We have
Hi(X) = 0 if i ≤ −1 or if i is big enough, and H0(X) is torsionfree. In particular, the
canonical morphism X → τ≥0X is an isomorphism and τ≥iX ' 0 for i big enough. So it
suffices to prove that, if i ≥ 0 is an integer such that RHomD(τ≥i+1X,Z) is in D≤0(Ab),
then RHomD(τ≥iX,Z) is also in D≤0(Ab). We have an exact triangle

Hi(X)[−i]→ τ≥iX → τ≥i+1X
+1→,

so we get an exact triangle

RHomD(τ≥i+1X,Z)→ RHomD(τ≥iX,Z)→ RHomD(Hi(X)[−i],Z)
+1→,

and it suffices to prove that RHomD(Hi(X)[−i],Z) is in D≤0(Ab). Let j ≥ 1. Then

Hj(RHomD(Hi(X)[−i],Z)) = Hj(RHomD(Hi(X),Z[i])) = Exti+jZ (Hi(X),Z).

If i ≥ 1, then i + j ≥ 2, so this group is zero by question (d). If i = 0, then Hi(X)
is a free Z-module, so ExtjZ(Hi(X),Z) = 0 for every j ≥ 1. In both cases, we get that
Hj(RHomD(Hi(X)[−i],Z)) = 0.

(h). If n ∈ Z, let ∗τ≤n and ∗τ≥n be the truncation functors for the t-structure (∗D≤n, ∗D≥n),
and define ∗Hn : D → C by ∗Hn(X) = (∗τ≤n∗τ≥nX)[n] = ∗H0(X[n]).

Let X ∈ Ob(D) satisfying the conditions of the question. Then Hn(X) = 0 for all but
finitely many n ∈ Z, so there exists N ∈ N such that Hn(X) = 0 for |n| ≥ N . Then
X ∈ Ob(∗D≤N) and X ∈ Ob(∗D≥−N), so ∗τ≤nX ∼→ X for n ≥ N + 1 and X ∼→ ∗τ≥nX
for n ≥ −N − 1.

First we show the following claim: If RHomD(X,Z) = 0, then X = 0. Indeed, suppose
that X 6= 0, and let n be the biggest integer such that ∗τ≤nX → X is not an isomorphism
(such a n exists because ∗τ≤nX = 0 for n small enough). We have an exact triangle

∗τ≤nX → X → ∗Hn+1(X)[−n− 1]
+1→

with ∗Hn+1(X) 6= 0, hence an exact triangle

RHomD(∗Hn+1(X)[−n− 1],Z)→ RHomD(X,Z)→ RHomD(∗τ≤nX,Z)
+1→ .

By question (g), we have RHomD(∗τ≤nX,Z) ∈ Ob(D≥−n(Ab)), so the morphism

H−n−1(RHomD(∗Hn+1(X)[−n− 1],Z))→ H−n−1(RHomD(X,Z))

is an isomorphism. As H−n−1(RHomD(∗Hn+1(X)[−n−1],Z)) = HomD(∗Hn+1(X),Z) 6= 0
by question (e), we conclude that H−n−1(RHomD(X,Z)) 6= 0, hence
RHomD(X,Z) 6= 0.
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Suppose that RHomD(X,Z) is in D≥0(Ab). We want to show that X ∈ Ob(∗D≤0). We
have a distinguished triangle

∗τ≤0X → X → ∗τ≥1X
+1→,

hence a distinguished triangle

RHomD(∗τ≥1X,Z)→ RHomD(X,Z)→ RHomD(∗τ≤0X,Z)
+1→ .

Also, by question (g), we have RHomD(∗τ≥1X,Z) ∈ D≤−1(Ab) and
RHomD(∗τ≤0X,Z) ∈ D≥0(Ab). In particular, if i ≤ −1, then
Hi(RHomD(∗τ≥1X,Z))

∼→ Hi(RHomD(X,Z)) = 0. This implies that
RHomD(∗τ≥1X,Z) = 0, hence that ∗τ≥1X = 0 by the claim we proved in the
previous paragraph. So ∗τ≤0X → X is an isomorphism.

Now suppose that RHomD(X,Z) is in D≤0(Ab). We want to show that X ∈ Ob(∗D≥0).
We have a distinguished triangle

∗τ≤−1X → X → ∗τ≥0X
+1→,

hence a distinguished triangle

RHomD(∗τ≥0X,Z)→ RHomD(X,Z)→ RHomD(∗τ≤−1X,Z)
+1→ .

Also, by question (g), we have RHomD(∗τ≤−1X,Z) ∈ D≥1(Ab)
and RHomD(∗τ≥0X,Z) ∈ D≤0(Ab). In particular, if i ≥ 1, then
0 = Hi(RHomD(X,Z))

∼→ Hi(RHomD(∗τ≤−1X,Z)). This implies that
RHomD(∗τ≤−1X,Z) = 0, hence that ∗τ≥1X = 0. So ∗τ≤0X → X is an isomor-
phism.

�

A.9.5 Weights

Let A be an abelian category. Suppose that we have a family (An)n∈Z of full abelian subcate-
gories of A such that:

(1) If n 6= m, then HomA (A,B) = 0 for any A ∈ Ob(An) and B ∈ Ob(Am).

(2) Any object A of A has a weight filtration, that is, an increasing filtration Fil•A such that
FilnA = 0 for n << 0, FilnA = A for n >> 0 and FilnA/Filn+1A ∈ Ob(An) for every
n ∈ Z.

For every n ∈ Z, we denote by A≤n (resp. A≥n+1) the full subcategory of A whose objects
are the A ∈ Ob(A ) having a weight filtration Fil•A such that FilnA = A (resp. FilnA = 0).
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(a). If A ∈ Ob(A≤n) and B ∈ Ob(A≥n+1), show that HomA (A,B) = 0.

(b). Show that the inclusion functor A≤n ⊂ A has a right adjoint wτ≤n, and that the inclusion
functor A≥n ⊂ A has a left adjoint wτ≥n.

(c). If A ∈ Ob(A≤n) and B ∈ Ob(A≥n+1), show that ExtiA (A,B) = 0 for every i ∈ Z.

(d). Define two full subcategories w D≤n and w D≥n of Db(A ) by:

Ob(w D≤n) = {X ∈ Ob(Db(A )) | ∀i ∈ Z, Hi(X) ∈ A≤n}

and
Ob(w D≥n+1) = {X ∈ Ob(Db(A )) | ∀i ∈ Z, Hi(X) ∈ A≥n+1}.

Show that (w D≤n, w D≥n+1) is a t-structure on Db(A ), and that the heart of this t-structure
is {0}.

Solution.

(a). If Fil•A is a filtration on an objectA of A such that FilnA = A for n >> 0 and FilnA = 0
for n << 0, the length of Fil• is by definition the integer n1− n2, where n1 is the smallest
integer such that Filn1A = A and n2 is the biggest integer such that Filn2A = 0. For
example, if the length of Fil•A is 0, then there exists n ∈ Z such that FilnA = A and
FilnA = 0, so A = 0.

If A has a weight filtration Fil•A of length 1, then there exists n ∈ Z such that FilnA = A
and Filn−1A = 0, so A = FilnA/Filn−1A ∈ Ob(An). Conversely, if A ∈ Ob(An) for
some n ∈ Z, then it has a weight filtration Fil•A of length 1, given by FilkA = A for
k ≥ n and FilkA = 0 for k ≤ n− 1.

For every subset I of N, we denote by AI the full subcategory of A whose objects are the
A ∈ Ob(A ) having a weight filtration Fil•A such that FilnA/Filn−1A = 0 if n 6∈ I .

We prove a more general statement than that of the question: if I and J are disjoint subsets
of N, if A ∈ Ob(AI) and B ∈ Ob(AJ), then HomA (A,B) = 0. Choose weight filtrations
Fil•A and Fil•B on A and B such that FilnA = Filn−1A if n 6∈ I and FilnB = Filn−1B if
n 6∈ J . We prove that HomA (A, b) = 0 by induction on the sum of the lengths `A and `B
of Fil•A and Fil•B. If `A + `B ≤ 1, then one of the filtrations has length 0, so one of A of
B is 0, so the result if clear. If `A+`B ≥ 3, then one of the filtrations has length≥ 2. If for
example `A ≥ 2, then Fil•A induces a weight filtration of length `A − 1 on A′ = Filn−1A,
and A′′ = FilnA/Filn−1A ∈ Ob(An) has a weight filtration of length 1. As A′ and A′′ are
both in AI , the induction hypothesis implies that HomA (A′, B) = HomA (A′′, B) = 0.
Moreover, the exact sequence

0→ A′ → A→ A′′ → 0

induces an exact sequence

HomA (A′′, B)→ HomA (A,B)→ HomA (A′, B),

367



A Problem sets

so HomA (A,B) = 0. The case where `B ≥ 2 is similar. It remains to treat the case where
`A + `B = 2. If `A = 0 (resp. `B = 0), then A = 0 (resp. B = 0), so the result is obvious.
Finally, suppose that `A = 1 and `B = 1. Then there exist nA ∈ I and nB ∈ J such that
A ∈ Ob(AnA) and B ∈ Ob(AnB); as I ∩J = ∅, we have nA 6= nB, so HomA (A,B) = 0
by assumption (1).

(b). We show the existence of wτ≤n. It suffices to show that, for everyB ∈ Ob(A ), the functor
A≤n → Set, A 7→ HomA (A,B) is representable. Fix B ∈ Ob(A ), and let Fil•B be a
weight filtration on B. Then Fil•B induces a weight filtration on B/FilnB, which shows
that B/FilnB ∈ Ob(A≥n+1). Let A ∈ Ob(A≤n). Applying HomA (A, ·) to the exact
sequence

0→ FilnB → B → B/FilnB → 0

and using question (a), we see that the canonical morphism
HomA (A,FilnB) → HomA (A,B) is an isomorphism. This shows that the couple
(FilnB,FilnB ⊂ B) represents the functor A≤n → Set, A 7→ HomA (A,B). In
particular, we get wτ≤nB = FilnB. By uniqueness of the right adjoint, this implies that
the weight filtration on B is unique.

If A ∈ Ob(A ) and Fil•A is its weight filtration, a similar proof shows that the pair
(A/Filn−1A,A → A/Filn−1A) represents the functor A≥n → Set, B 7→ HomA (A,B).
This shows the existence of wτ≥n and the fact that wτ≥nA = A/Filn−1A.

Note also that the formulas for wτ≤n and wτ≥n+1 imply that, for every A ∈ Ob(A ), the
following sequence is exact:

0→ wτ≤nA→ A→ wτ≥n+1A→ 0.

(c). For later use, we prove that the functors wτ≤n are exact. Let f : A → B be
a morphism of A ; we want to prove that, for every n ∈ Z, the canonical mor-
phisms wτ≤n(Ker f) → Ker(wτ≤nf) and Coker(wτ≤nf) → wτ≤n(Coker f) are iso-
morphisms; this implies in particular that Ker(wτ≤n),Coker(wτ≤n) ∈ Ob(A≤n) and that
Ker(wτ≥n+1),Coker(wτ≥n+1) ∈ Ob(A≥n+1), so that A≤n and A≥n+1 are abelian subcat-
egories of A . We prove the claim by induction on `A + `B, where `A (resp. `B) is the
length of the weight filtration of A (resp. B). If n ∈ Z, applying the snake lemma to the
commutative diagram with exact rows

0 // wτ≤nA //

��

A //

f
��

wτ≥n+1A

��

// 0

0 // wτ≤nB // B // wτ≥n+1B // 0

we get an exact sequence

0→ Ker(wτ≤nf)→ Ker(f)→ Ker(wτ≥n+1f)
δ→ Coker(wτ≤n)→ Coker(f)→ Coker(wτ≥n+1)→ 0.

368



A.9 Problem set 9

The claim that we want to prove is equivalent to the fact that δ = 0. Indeed, if
δ = 0 then we immediately get the result, and if Coker(wτ≤nf) ∈ Ob(A≤n) and
Ker(wτ≥n+1f) ∈ Ob(A≥n+1) then the solution of (a) implies that δ = 0. We first show
that the result holds if at least two of wτ≤nA, wτ≥n+1A, wτ≤nB or wτ≥n+1B are 0. If
wτ≥n+1A or wτ≤nB is 0, then δ = 0. Suppose that wτ≤nA = 0 and wτ≥n+1B = 0;
then A ∈ Ob(A≥n+1) and B ∈ Ob(A≤n), so f = 0 by the solution of (a), and the re-
sult is clear. If `A, `B ≤ 1, then there exist nA, nB ∈ Z such that A ∈ Ob(AnA) and
B ∈ Ob(AnB), and then, for every n ∈ Z, at least two of wτ≤nA, wτ≥n+1A, wτ≤nB or
wτ≥n+1B are 0, so we are done. Suppose that `A ≥ 2, and let n ∈ Z. If both wτ≤nA and
wτ≥n+1A are nonzero, then they both have weight filtrations of lengths< `A; by the induc-
tion hypothesis, applied to wτ≤nf and wτ≥n+1f , we have Ker(wτ≥n+1f) ∈ Ob(A≥n+1)
and Coker(wτ≤nf) ∈ Ob(A≤n), so δ = 0 and we are done. If wτ≥n+1A = 0, then δ = 0,
and again we are done. Suppose that wτ≤nA = 0. If wτ≤nB and wτ≥n+1B are both
nonzero, then again we can use the induction hypothesis to finish the proof; if at least one
of them is ), then at least two of wτ≤nA, wτ≥n+1A, wτ≤nB or wτ≥n+1B are 0, so we are
done. The case where `B ≥ 2 is similar.

Now fix n ∈ Z and let A ∈ Ob(A≤n) and B ∈ Ob(A≥n+1). If i ≤ −1,
then ExtiA (A,B) = HomD(A )(A,B[i]) = 0 by Corollary V.4.2.8. If i = 0, then
ExtiA (A,B) = HomA (A,B) = 0 by question (a). Suppose that i ≥ 1. We use the
description of ExtiA (A,B) given by Proposition V.4.5.3. So let x ∈ ExtiA (A,B), and

let c = (0 → B
f→ Ei−1

fi−1→ . . .
f1→ E0

f0→ A → 0) be a Yoneda extension of A
by B representing x. Applying wτ≤n to this exact sequence, we get an exact sequence
0→ 0→ Fi−1 → . . .→ F0 → A→ 0, where Fj = wτ≤nEj for every j ∈ {0, . . . , i− 1}.
We denote the obvious inclusion Fj → Ej by uj . So we have a commutative diagram with
exact rows

0 // B
f

// Ei−1
// Ei−2

// . . . // E0
// A // 0

0 // B
idB+0

// B ⊕ Fi−1
//

f+ui−1

OO

Fi−2
//

ui−2

OO

. . . // F0
//

u0

OO

A // 0

where the morphism B⊕Fi−1 → Fi−2 is equal to 0 on B and to wτ≤nfi−1 on Fi−1. So the
second row also represents x ∈ ExtiA (A,B). To show that x = 0, it suffices to show that
the morphism

g : (. . .→ 0→ B → B ⊕ Fi−1 → Fi−2 . . . F0 → 0→ . . .)→ B[i]

(with F0 in degree 0 on the left hand side) is equal to 0. But the complex
(. . . → 0 → B → B ⊕ Fi−1 → Fi−2 . . . F0 → 0 → . . .) is the direct sum of
(. . . → 0 → B → B → 0 . . . 0 → 0 → . . .) (with the first B in degree −i) and of
(. . . → 0 → 0 → Fi−1 → Fi−2 . . . F0 → 0 → . . .) (with F0 in degree 0), the morphism g
is 0 on the second of these summands, and the first of these summands is quasi-isomorphic
to 0, so g = 0 in D(A ).
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(d). Fix n ∈ Z. Note that we have proved in the solution of (c) that A≤n and A≥n+1 are abelian
subcategories of A .

By condition (1), if m ∈ Z and A ∈ Ob(A ) is isomorphic to an object of Am, then
A ∈ Ob(Am). By the existence of weight filtrations (condition (2)), if A ∈ Ob(A ) is
isomorphic to an object of A≤n (resp. A≥n+1), then A is in A≤n (resp. A≥n+1). This
implies that (w D≤n, w D≥n+1) satisfies condition (0) of the definition of a t-structure.

We clearly have w D≤n[k] = w D≤n and w D≥n+1[k] = w D≥n+1[k] for every k ∈ Z, so
condition (2) of the definition of a t-structure is clear.

For every A ∈ Ob(Db(A )), we define the cohomological amplitude of A to be n1 − n2,
where n1 (resp. n2) is the biggest (resp. smallest) integer n ∈ Z such that Hn(A) 6= 0. If
the cohomological amplitude of A is 0 then A = 0, and if it is 1, then there exists n ∈ Z
such that Hi(A) = 0 for i 6= 0, so that A ' Hn(A)[−n].

Let A ∈ Ob(w D≤n) and B ∈ Ob(w D≥n+1). We claim that ExtiA (A,B) = 0 for every
i ∈ Z. (In particular, we get condition (1) of the definition of a t-structure.) We prove
this by induction on cA + cB, where cA (resp. cB) is the cohomological amplitude of A
(resp. B). If cA, cB ≤ 1, then the claim follows from question (c). Suppose that cA ≥ 2.
Then there exists n ∈ Z such that τ≤nA → A and A → τ≥n+1A are not isomorphisms,
hence τ≤nA, τ≥n+1A have cohomological amplitude < cA. Let i ∈ Z. Applying the
cohomological functor ExtiA (·, B) = HomD(A )(·, B[i]) to the exact triangle

τ≤A → A→ τ≥n+1A
+1→,

we get an exact sequence

ExtiA (τ≥n+1A,B)→ ExtiA (A,B)→ ExtiA (τ≤nA,B).

As ExtiA (τ≤1A,B) = ExtiA (τ≥n+1A,B) = 0 by the induction hypothesis, this implies
that ExtiA (A,B) = 0. The case wgere cB ≥ 2 is similar.

We check condition (3) of the definition of a t-structure. Let X ∈ Ob(Db(A )). We start
with a remark: Suppose that there exists an exact triangle (∗) A → X → B

+1→ with
A ∈ Ob(w D≤n) and B ∈ Ob(w D≥n+1). Let i ∈ Z. Then we have an exact sequence

Hi−1(B)→ Hi(A)→ Hi(X)→ Hi(B)→ Hi+1(A),

in which Hi(A), Hi+1(A) are in A≤n and Hi−1(B), Hi(B) are in A≥n+1. By the solution
of question (a), the morphisms Hi−1(B)→ Hi(A) and Hi(B)→ Hi+1(A) are zero, so we
get an exact sequence

0→ Hi(A)→ Hi(X)→ Hi(b)→ 0,

which proves that Hi(A) = wτ≤n(Hi(X)) and Hi(B) = wτ≥n+1(Hi(X)).
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Now we prove by induction on the cohomological amplitude c of X that there exists an
exact triangle (∗). If c = 0, then X = 0 and we can take A = B = 0. Suppose that c = 1.
Then there exists m ∈ Z such that X ' Hm(X)[−m]. As w D≤n and w D≥n+1 are stable
by all functor [k], it suffices to prove the existence of the exact triangle (∗) for Hm(X), so
we may assume that X ∈ Ob(A ). Then we can take for (∗) the exact triangle associated
to the exact sequence 0 → wτ≤nX → X → wτ≥n+1X → 0. Suppose that c ≥ 2. Then
there exists m ∈ Z such that τ≤mX → X and X → τ≥m+1X are not isomorphisms,
hence X ′ = τ≤mX , X ′′ = τ≥m+1X have cohomological amplitude < c. By the induction
hypothesis, we have exact triangles A′ → X ′ → B′

+1→ and A′′ → X ′′ → B′′
+1→, with

A′, A′′ ∈ Ob(w D≤n) and B′, B′′ ∈ Ob(w D≥n+1). By question (a) of problem A.9.1, there
exists a unique morphism of exact triangles

A′′ //

��

X ′′

��

// B′′

��

+1
//

A′[1] // X ′[1] // B′[1]
+1
//

extending the morphism X ′′ → X ′[1]. We complete the morphism A′′ → A′[1] to an exact
triangle A′ → A → A′′ → A′[1]. By axiom (??) of triangulated categories, we can find a
morphism A→ X such that the diagram

A′ //

��

A

��

// A′′

��

+1
//

X ′ // X // X ′′
+1
//

is a morphism of exact triangles. Finally, we complete the morphism A → X to an exact
triangle A → X → B

+1→. We claim that this is the desired exact triangle (∗). To prove
this claim, it suffices to show that Hi(A) = wτ≤n(Hi(X)) for every i ∈ Z; indeed, by
the long exact sequence of cohomology, this implies that, for every i ∈ Z, the morphism
Hi(X) → Hi(B) is surjective and identifies Hi(B) to wτ≥n+1(Hi(X)), and so we will
have A ∈ Ob(w D≤n) and B ∈ Ob(w D≥n+1). To prove the claim, let i ∈ Z. We have a
commutative diagram with exact rows

Hi−1(A′′) //

��

Hi(A′) //

��

Hi(A) //

��

Hi(A′′) //

��

Hi+1(A′)

��

Hi−1(X ′′) // Hi(X ′) // Hi(X) // Hi(X ′′) // Hi+1(X ′)

If i ≤ m, then Hi(X ′′) = Hi−1(X ′′) = 0, so Hj(A′′) = wτ≤nHj(X ′′) = 0 for j ∈ {i, i−1},
so the diagram becomes a commutative square whose horizontal arrows are isomorphisms:

wτ≤nHi(X ′) ∼ //

��

Hi(A)

��

Hi(X ′) ∼ // Hi(X)
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which shows that Hi(A) = wτ≤nHi(X). If i ≥ m + 1, then Hi(X ′) = Hi+1(X ′) = 0, so
Hj(A′) = wτ≤nHj(X ′) = 0 for j ∈ {i, i + 1}, so the diagram becomes a commutative
square whose horizontal arrows are isomorphisms:

Hi(A) ∼ //

��

wτ≤nHi(X ′′)

��

Hi(X) ∼ // Hi(X ′′)

which shows again that Hi(A) = wτ≤nHi(X).

Finally, we calculate the heart of the t-structure (w D≤n, w D≥n+1). Let
X ∈ Ob(w D≤n) ∩ Ob(w D≥n+1). For every i ∈ Z, the object Hi(X) of A is in
Ob(A≤n) ∩ Ob(A≥n+1), so idHi(X) = 0 by question (a), so Hi(X) = 0. This shows that
X = 0.

�

A.10 Problem set 10

A.10.1 The Dold-Kan correspondence

You need to look at the results of problems PS3.1 and PS3.2 to do this problem.

Remember the simplicial category ∆ and the category of simplicial sets sSet from problem
PS1.9 and problem PS2.2. Let C = kar((Z[∆])⊕) (see problems PS3.1 and PS3.2), so that C is
an additive pseudo-abelian category.

The category Func(∆op,Ab) is called the category of simplicial abelian groups and denoted
by sAb; it is an abelian category, where kernel, cokernels and images are calculated in the
obvious way (that is, Ker(X → Y ) = (Ker(Xn → Yn))n∈N etc).

By the Yoneda lemma, the functor hC : C → Func(C op,Ab) is fully faithful; by problems
PS3.1 and PS3.2, we have an equivalence Funcadd(C op,Ab) ' Func(∆op,Ab) = sAb. So we
get a fully faithful functor C → sAb, and we identify C with the essential image of this functor.

If X is a simplical set, we denote by Z(X) the “free simplicial abelian group on X” : it is the
simplicial abelian group sending [n] to the free abelian group Z(Xn) and α : [n] → [m] to the
unique group morphism from Z(Xm) to Z(Xn) extending α∗ : Xm → Xn. If u : X → Y is a
morphism of simplicial sets, we simply write u : Z(X) → Z(Y ) for the morphism of simplicial
abelian groups induced by u. If α : [n]→ [m], we also use α to denote the morphism ∆n → ∆m

that is the image of α by the Yoneda embedding h∆ : ∆→ sSet.

(a). For every n ∈ N, show that the simplicial abelian group Z(∆n) is in C . (Hint : It’s the
image of the object [n] of ∆. Follow the identifications !)
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Let n ≥ 1. Remember from problem PS1.9 that we have defined morphisms
δ0, δ1, . . . , δn : [n − 1] → [n] in ∆ by the condition that δi is the unique increasing map
[n − 1] → [n] such that i 6∈ Im(δi). According to our previous conventions, we get morphisms
δi : ∆n−1 → ∆n in sSet and δi : Z(∆n−1) → Z(∆n) in sAb. Remember also that, for k ∈ [n], the
horn Λn

k is the union of the images of the δi, for i ∈ [n]− {k}.

(b). Show that Z(Λnk ) =
∑

i∈[n]−{k} Im(δi), where the sum is by definition the image of the
canonical morphism

⊕
i∈[n]−{k} Im(δi)→ Z(∆n) and we have identified Z(Λnk ) to its image

in Z(∆n).

If f : [n] → X is a map from [n] to a set X , we also use the notation
(f(0) → f(1) → . . . → f(n)) to represent f . Let n ∈ N, and let Sn be the set of sequences
(a1, . . . , an) ∈ [n] such that ai ∈ {i − 1, i} for every i ∈ {1, . . . , n}; if a = (a1, . . . , an), we
write fa = (0→ a1 → . . .→ an) ∈ HomSet([n], [n]) and ε(a) = (−1)card({i|ai 6=i}).

(c). For every a ∈ Sn, show that fa ∈ Hom∆([n], [n]).

(d). Let pn =
∑

a∈Sn ε(a)fa ∈ EndC (Z(∆n)). Show that pn is a projector.

(e). Show that Z(Λn0 ) = Im(idZ(∆n) − pn) = Ker(pn). In particular, Z(Λn0 ) is an object of C .

(f). Let In = Im(pn). This is also an object of C . Show that we have an isomorphism
Z(∆n) ' Z(Λn0 ) ⊕ In in C .

(g). If X is an object of sAb and f : X → In is a surjective morphism (that is, such that fr
is surjective for every r ≥ 0), show that there exists a morphism g : In → X such that
f ◦ g = idIn .

For every k ∈ [n], define a simplicial subset ∆≤kn of ∆n by taking ∆≤kn ([m]) equal to the set
of nondecreasing α : [m]→ [n] such that either card(Im(α)) ≤ k, or card(Im(α)) = k + 1 and
0 ∈ Im(α). In particular, question (h)(i) says that ∆≤n−1

n = Λn
0 . (On the geometric realizations,

|∆n| is a simplex of dimension n with vertices numbered by 0, 1, . . . , n, and |∆≤kn | is the union
of its faces of dimension ≤ k that contain the vertex 0.)

(h). (i) For every k ∈ [n] and every m ∈ N, show that

Λn
k([m]) = {α : [m]→ [n] | either card(Im(α)) ≤ n−1, or card(Im(α)) = n and k ∈ Im(α)}.

(ii) For every m ∈ N, show that the set

{α : [m]→ [n] | Im(α) ⊃ [n]− {0}}

is a basis of the Z-module In([m]).

(iii) For every k ∈ {1, . . . , n}, show that

Z(∆≤kn )/Z(∆≤k−1
n ) ' I

(nk)
k .
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(iv) For every k ∈ {1, . . . , n}, show that

Z(∆≤kn ) ' Z(∆≤k−1
n ) ⊕ I(nk)

k .

(i). Show that there is an isomorphism Z(∆n) '
⊕n

k=0 I
(nk)
k in C .

(j). For all n,m ∈ N, show that HomC (In, Im) is a free Z-module of finite type. We denote its
rank by an,m.

(k). Show that an,n ≥ 1 and an,n+1 ≥ 1 for every n ∈ N. (Hint for the second:
δ0 : [n]→ [n+ 1].)

(l). Show that, for all n,m ∈ N, we have(
n+m+ 1

m

)
=

n∑
k=0

m∑
l=0

ak,l

(
n

k

)(
m

l

)
.

(m). Show that, for all n,m ∈ N, we have(
n+m+ 1

m

)
=

m∑
k=0

(
n+ 1

k

)(
m

k

)
.

(n). Show that an,n = an,n+1 = 1 for every n ∈ N and an,m = 0 if m 6∈ {n, n+ 1}.

(o). Let I be the full subcategory of C whose objects are the In for n ∈ N. If A is an
additive category, we consider the category C≤0(A ) of complexes of objects of A that are
concentrated in degree ≤ 0 (that is, complexes X ∈ Ob(C(A )) such that Xn = 0 for
n ≥ 1).

Give an equivalence of categories from Funcadd(I op,A ) to C≤0(A ).

(p). Deduce an equivalence of categories from Func(∆op,A ) to C≤0(A ), if A is a pseudo-
abelian additive category. This is called the Dold-Kan equivalence.

(q). Suppose that A is an abelian category, and let X• be an object of Func(∆op,A ). For
n ∈ N and i ∈ {0, 1, . . . , n}, we denote the morphism X•(δ

n
i ) by dni : Xn → Xn−1. The

normalized chain complex of X• is the complex N(X•) in C≤0(A ) given by: for every
n ≥ 0,

N(X•)
−n =

⋂
1≤i≤n

Ker(dni )

and d−nN(X•)
is the restriction of dn0 . This defines a functor N : Func(∆op,A ) → C≤0(A ).

Show that this functor is isomorphic to the equivalence of categories of the previous ques-
tion.

Solution.
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(a). We denote the faithful functor ∆→ C by ι. Let n ∈ N. If m ∈ N, we have

hC (ι([n]))(ι([m])) = HomC (ι([m]), ι([n])) = Z(Hom∆([m],[n])) = Z(∆n([m])) = Z(∆n)([m]).

So the image of ι([n]) by the fully faithful functor
C

hC→ Func(C op,Ab)
∼→ Func(∆op,Ab) is isomorphic to Z(∆n).

(b). If X• is a simplicial set and if m ∈ N, we denote by (eu)u∈Xm the canonical basis of
Z(X•)([m]) = Z(Xm).

We need to show that, for every m ∈ N, the subgroup Z(Λnk )([m]) of Z(∆n)([m]) is
equal to

∑
i∈[n]−{k} Im(δi([m])). Let m ∈ N. For every i ∈ [n], the morphism

δi([m]) : Z(∆n−1)([m]) → Z(∆n)([m]) is given on the canonical basis (eu)u∈Hom∆([m],[n])

of Z(∆n−1)([m]) by δi([m])(eu) = eδi◦u. So
∑

i∈[n]−{k} Im(δi([m])) is the Z-submodule
of Z(∆n)([m]) generated by all the eu for u ∈ Hom∆([m], [n]) factoring through some δi,
i 6= k. This is the same as Z(Λnk )([m]) by definition of the horn.

(c). We have to show that fa is nondecreasing. Let i ∈ {0, . . . , n − 1}. If i = 0, then
fa(i) = 0 ≤ i. Then fa(i) = ai ∈ {i − 1, i}, so fa(i) ≤ i. On the other hand, we
have fa(i+ 1) = ai+1 ∈ {i, i+ 1}, so fa(i+ 1) ≥ i ≥ fa(i).

(d). Let a = (a1, . . . , an) ∈ Sn, and suppose that a 6= (1, . . . , n). Then Im(fa) is strictly
contained in [n], and 0 ∈ Im(fa). This means that there exists i0 ∈ {1, . . . , n}
such that i0 6∈ Im(fa). Let S ′n = {(b1, . . . , bn) ∈ Sn | bi0 = i0} and
S ′′n = {(b1, . . . , bn) ∈ Sn | bi0 = i0 − 1}. We define a map ι : S ′n → S ′′n by sending
(b1, . . . , bn) to (b1, . . . , bi0−1, i0 − 1, bi0+1, . . . , bn). It is easy to see that ι is a bijection and
that ε(ι(b)) = −ε(b) and that fb ◦ fa = fε(b) ◦ fa for every b ∈ S ′n. So

pn ◦ fa =
∑
b∈S′n

ε(b)fb ◦ fa +
∑
b∈S′′n

ε(b)fb ◦ fa

=
∑
b∈S′n

ε(b)fb ◦ fa −
∑
b∈S′n

ε(b)fb ◦ fa

= 0.

On the other hand, if a = (1, . . . , n), then ε(a) = 1 and fa = id[n], so pn ◦ fa = pn.

This shows that pn ◦ pn = pn.

(e). As pn is a projector, we know that Ker(pn) exists in C and that Ker(pn) = Im(idZ(∆n)−pn)
by problem A.3.2.

For every a ∈ Sn such that a 6= (1, . . . , n), we have seen that there exists
i ∈ {1, . . . , n} − Im(fa), and then fa factors through δi, so the image of fa in the abelian
category sAb is contained in Z(Λn0 ). As idZ(∆n) − pn = −

∑
a∈Sn−{(1,...,n)} ε(a)fa, this

shows that Im(idZ(∆n) − pn) ⊂ Z(Λn0 ).
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If i ∈ {1, . . . , n}, then the same proof as in the solution of question (d) shows that
pn ◦ δi = 0, hence (idZ(∆n) − pn) ◦ δi = δi. As Z(Λn0 ) =

∑n
i=1 Im(δi) by question (b),

this implies that Z(Λn0 ) ⊂ Im(idZ(∆n) − pn).

(f). This is question (b) of problem A.3.2.

(g). Let i = id[n] ∈ ∆n([n]), let ei be the corresponding element of Z(∆n)([n]), and let ei be
its image in In([n]). As f is surjective, we can find x ∈ Xn such that fn(x) = ei. Let
g′ : Z(∆n) → X be the morphism corresponding to x by the bijection

HomsAb(Z(∆n), X) ' HomsSet(∆n, X) ' Xn,

and let g = q ◦ g′, where q : Z(∆n) → In is the canonical projection. We want to show
that g ◦ f = idIn . By the construction of g, we have g ◦ f(ei) = ei. Let m ∈ N. Remem-
ber that we denote by (eu)u∈Hom∆([m],[n]) the canonical basis of Z(∆n)([m]). The family
(q(eu))u∈Hom∆([m],[n]) spans In([m]), so it suffices to show that gm ◦ fm(qm(eu)) = q(eu)
for every u. Let u ∈ Hom∆([m], [n]). Then i ◦ u = u, so eu = u∗(ei), and

fm ◦ gm(qm(eu)) = u∗(fn ◦ gn(qn(ei))) = u∗(q(ei)) = q(eu).

(h). (i) The set Λn
k([m]) is the set of nondecreasing maps α : [m] → [n] that factor through

some δi, for i ∈ [n]−{k}. If α : [m]→ [n] is a nondecreasing map, then, by definition
of δi, the map α factors through δi if and only if i 6∈ Im(α). This shows that Λn

k([m])
does not contain any surjective α, contains all the α such that | Im(α)| ≤ n − 1,
and contains an α such that | Im(α)| = n if and only if [n] − Im(α) 6= {k}, i.e.
k ∈ Im(α). This is what we wanted to prove.

(ii) By (i), we have

{α ∈ ∆n([m]) | Im(α) ⊃ [n]− {0}} = ∆n([m])− Λn
0 ([m]),

so the family (qm(eα))α∈∆n([m]), Im(α)⊃[n]−{0} is a basis of In([m]) (where q is as be-
fore the canonical projection Z(∆n) → In).

(iii) We fix k ∈ {1, . . . , n}. Let Ω be the set of A ⊂ [n] such that 0 ∈ A and |A| = k + 1.
For every A ∈ Ω, let βA : [k] → [n] be the composition of the unique order-
preserving bijection [k]

∼→ A and of the inclusion A ⊂ [n]; note that βA(0) = 0.
Consider the morphism fA : Z(∆k) → Z(∆n) such that, for every m ∈ N and every
α ∈ Hom∆([m], [k]), we have fA(eα) = eβA◦α. Note that Im(fA) ⊂ Z(∆≤kn ), so we
can see fA as a morphism from Z(∆k) to Z(∆≤kn ). Let m ∈ N and α ∈ Λk

0([m]); if
| Im(α)| ≤ k − 1, then | Im(βA ◦ α)| ≤ k − 1 and so βA ◦ α ∈ ∆≤k−1

n ([m]); if
| Im(α)| = k and 0 ∈ Im(α), then | Im(βA ◦ α)| = k and 0 ∈ Im(βA ◦ α), and so
βA ◦ α ∈ ∆≤k−1

n ([m]). This shows that fA(Z(Λn0 )) ⊂ Z(∆≤k−1
n ), hence that fA induces

a morphism gA : Ik → Z(∆≤kn )/Z(∆≤k−1
n ).
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Let g =
∑

A∈Ω gA : IΩ
k → Z(∆≤kn )/Z(∆≤k−1

n ). We claim that g is an isomor-
phism; this will finish the proof, because |Ω| =

(
n
k

)
. Let m ∈ N. For ev-

ery A ∈ Ω and every α ∈ Hom∆([m], [k]) such that either | Im(α)| = k + 1,
or | Im(α)| = k and 0 6∈ Im(α), we denote by eA,α ∈ IΩ

k the basis element
eα of the copy of Ik corresponding to A ∈ Ω. By (ii), this gives a basis of
(IΩ
k )([m]). On the other, a basis of (Z(∆≤kn )/Z(∆≤k−1

n ))([m]) is given by the images
of the basis elements eβ ∈ Z(∆≤kn )([m]) for β ∈ Hom∆([m], [n]) such that either
| Im(β)| = k + 1 and 0 ∈ Im(β), or | Im(β)| = k and 0 6∈ Im(β). To show that
gm : (IΩ

k )([m]) → (Z(∆≤kn )/Z(∆≤k−1
n ))([m]) is an isomorphism, it suffices to notice

that each β ∈ Hom∆([m], [n]) as in the previous sentence is equal to βA ◦ α for a
unique A ∈ Ω and a unique α ∈ Hom∆([m], [k]) (indeed, we must have A = Im(β)
if | Im(β)| = k + 1 and 0 ∈ Im(β), and A = {0} ∪ Im(β) if | Im(β)| = k and
0 6∈ Im(β), and then A determines α because βA is injective), and that we then have
either | Im(α)| = k + 1, or | Im(α)| = k and 0 6∈ Im(α).

(iv) This follows easily from (iii) and from question (g).

(i). By question (h)(iv) (and an easy induction), we have an isomorphism Z(∆n) '
⊕n

k=0 I
(nk)
k

in sAb. As both sides are objects of C by question (f), and as C is a full subcategory of
sAb, this isomorphism is an isomorphism in C .

(j). As In (resp. Im) is a direct factor of Z(∆n) (resp. Z(∆m)) by question (f), the abelian group
HomC (In, Im) = HomsAb(In, Im) admits an injective morphism into

HomsAb(Z(∆n),Z(∆m)) = HomsSet(∆n,Z(∆m)) = Z(∆m)([n]) = Z(Hom∆([n],[m])).

As the latter group is free and finitely generated, so is HomC (In, Im).

(k). We have In 6= 0 because Λn
0 ( ∆n, so 0 6= idIn ∈ HomC (In, In), so an,n ≥ 1.

Consider the unique nondecreasing injective map δ0 : [n]→ [n+ 1] such that 0 6∈ Im(δ0).
(In other words, we have δ0(i) = i + 1 for every i ∈ [n].) This induces a morphism
f : Z(∆n) → Z(∆n+1). If m ∈ N and α ∈ Λn

0 ([m]), then | Im(α)| ≤ n, so | Im(δ0 ◦ α)| ≤ n

and δ0 ◦ α ∈ Λn+1
0 ([m]). This shows that f(Z(Λn0 )) ⊂ Z(Λn+1

0 ), hence that f induces a
morphism g : In → In+1. Also, if α = id[n] ∈ Hom∆([n], [n]), then δ0 ◦ α 6∈ Λn+1

0 ([n]),
so the image by g of the class of eα in In([n]) is not 0. This shows that g 6= 0, hence that
HomC (In, In+1) 6= 0 and so an,n+1 ≥ 1.

(l). Let n,m ∈ N. We have seen in the solution of question (j) that HomsAb(Z(∆n),Z(∆m)) is
a free Z-module of rank |Hom∆([n], [m])| =

(
n+m+1

m

)
=
(
n+m+1
n+1

)
. On the other hand, by

question (i), we have

HomsAb(Z(∆n),Z(∆m)) '
n⊕
k=0

m⊕
l=0

(HomsAb(Ik, Il))
(nk)(

m
l ),

and the right hand side is a free Z-module of rank
∑n

k=0

∑m
l=0 ak,l

(
n
k

)(
m
l

)
.
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(m). Remember that Vandermonde’s identity says that, for all a, b, c ∈ N, we have(
a+ b

c

)
=

c∑
j=0

(
b

j

)(
a

c− j

)
.

Applying this to a = n + 1 and b = c = m and using the fact that
(
m
k

)
=
(

m
m−k

)
for

0 ≤ k ≤ m, we get (
n+m+ 1

m

)
=

m∑
k=0

(
m

k

)(
n+ 1

k

)
.

To prove Vandermonde’s identity, we consider an indeterminate t. By the binomial theo-
rem, we have

(1 + t)a =
a∑
i=0

(
a

i

)
ti,

(1 + t)b =
b∑

j=0

(
b

j

)
tj

and

(1 + t)a+b =
a+b∑
c=0

(
a+ b

c

)
tc.

As (1 + t)a+b = (1 + t)a(1 + t)b, if c ∈ N, we get two formulas for the coefficient of tc in
this polynomial. The first formula is

(
a+b
c

)
, and the second formula is

∑
i,j≥0, i+j=c

(
a

i

)(
b

j

)
=

c∑
j=0

(
a

c− j

)(
b

j

)
.

(n). By questions (l) and (m), we have

n∑
k=0

m∑
l=0

ak,l

(
n

k

)(
m

l

)
=

m∑
k=0

(
m

k

)(
n+ 1

k

)
=

m∑
k=0

(
m

k

)(
n

k

)
+

m∑
k=1

(
m

k

)(
n

k − 1

)
,

where the second equality comes from Pascal’s rule
(
n+1
k

)
=
(
n
k

)
+
(
n
k−1

)
. By question (k)

(and the obvious that all the ak,l are nonnegative), we have

n∑
k=0

m∑
l=0

ak,l

(
n

k

)(
m

l

)
≥

m∑
k=0

(
n

k

)(
m

k

)
+

m∑
k=1

(
n

k − 1

)(
m

k

)
.

This implies that, for k ∈ [n] and l ∈ [m], we have ak,l = 0 if l 6∈ {k, k + 1} and ak,l = 1
if l ∈ {k, k + 1}. As n and m were arbitrary, we get the conclusion.
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(o). Let F ∈ Func(I op,A ). We define a complex X ∈ C≤0(A ) in the following way: For
every n ∈ N, we take X−n = F (In) and d−n−1

X : X−n−1 = F (In+1) → X−n = F (In)
to the image by F of the element gn of HomC (In, In+1) constructed in the solution of
question (k). This defines a functor Φ : Funcadd(I op,A )→ C≤0(A ).

Conversely, let X be an object of C≤0(A ). We define a functor F : I op → A in
the following way: For every n ∈ N, we take F (In) = X−n. Let n,m ∈ N and
f ∈ HomC (In, Im). If m 6∈ {n, n + 1}, then f = 0, so we must F (f) = 0. If m = n,
then, by question (n), the morphism is of the form a · idIn , where a ∈ Z, and we must set
F (f) = aidX−n . If m = n+ 1, then, by question (n), the morphism f is of the a · gn with
a ∈ Z, and we set F (f) = a · d−n−1

X : X−n−1 = F (In+1) → X−n = F (In). This defines
a functor Ψ : C≤0(A )→ Funcadd(I op,A ).

The fact that Φ ◦ Ψ = idC≤0(A ) follows immediately from the definitions of the functors
Φ and Ψ, and the fact that Ψ ◦ Φ = idFuncadd(I op,A ) follows easily from the definition of
these functors and from question (n).

(p). By problems PS3.1 and PS3.2, we have an equivalence
Funcadd(C op,A ) ' Func(∆op,A ), so we can define a functor
Func(∆op,A ) → C≤0(A ) by composing a quasi-inverse of this equivalence, the
restriction functor Funcadd(C op,A ) → Funcadd(I op,A ) and the equivalence
Funcadd(I op,A )

∼→ C≤0(A ). Showing that this is an equivalence of categories
amounts to showing that the restriction functor Funcadd(C op,A )→ Funcadd(I op,A ) is
an equivalence of categories.

By the construction of the pseudo-abelian completion in problem A.3.2, every object of C
is a direct summand of an object of Z[∆]⊕, hence, by construction of the universal additive
category in problem A.3.1, a direct summand of an object of the form

⊕
i∈I Z(∆ni ), for

(ni)i∈I a finite family of nonnegative integers. By question (i), this implies that every
object of C is a direct summand of an object of the form

⊕
i∈I Ini , for (ni)i∈I a finite

family of nonnegative integers.

Let I ′ be the full subcategory of C whose objects are finite direct sums of objects of
I ; in other words, the category I ′ is the category I ⊕ defined in problem A.3.2. Then
I ′ is an additive category and the preceding paragraph says that C is the pseudo-abelian
completion of I ′. By problem A.3.2 (applied to the opposite categories), the restriction
functor Funcadd(C op,A ) → Funcadd(I ′op,A ) is an an equivalence of categories. So it
remains to show that the restriction functor Funcadd(I ′op,A )→ Funcadd(I op,A ) is an
equivalence of categories. But this is proved in problem A.3.1.

(q). Let DK : Func(∆op,A )→ C≤0(A ) be the equivalence of categories of question (p).

Let X• ∈ Func(∆op,A ). We still denote by X• the corresponding functor C op → A .
Let n ∈ N, and let δ =

∑n
i=1 δi :

⊕n
i=1 Z(∆n−1) → Z(∆n), where we use the notation of

question (b); by that question, we have Z(Λn0 ) = Im(δ), and by question (f), the canoni-
cal projection Z(∆n) → In identifies In to Coker δ and both Im δ and Coker δ are direct
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summands of Z(∆n). It is easy to deduce from this that, if F : C op → C ′ is any addi-
tive functor, then the morphism F (In) → F (Z(∆n)) is a kernel of F (δ). Applying this
to F = X• : C op → A , we see that F (In) = DK(X•)

−n is canonically isomorphic
to Ker(

⊕n
i=1 : dni : Xn → Xn

n−1) =
⋂n
i=1 Ker(dni ) = N(X•)−n. Also, as the nonzero

morphism from In−1 to In constructed in the solution of question (k) is the restriction of
δ0 : Z(∆n−1) → Z(∆n) (followed by the canonical projection Z(∆n) → In), its image by X•
is the restriction of dn0 . So we get an isomorphism of complexes DK(X•) ' N(X•), and
this isomorphism is clearly functorial in X•.

�

A.10.2 The model structure on complexes

Let R be a ring, and let A = RMod. 33

We denote by W the set of quasi-isomorphisms of C(A ), by Fib the set of morphisms
f : X → Y in C(A ) such that fn : Xn → Y n is surjective for every n ∈ Z and by Cof
the set of morphisms of C(A ) that have the left lifting property relatively to every morphism of
W ∩Fib. We say that X ∈ Ob(C(A )) is fibrant (resp. cofibrant) if the unique morphism X → 0
(resp. 0→ X) is in Fib (resp. in Cof). The goal of this problem is to show that (W,Fib,Cof) is
a model structure on C(A ).

For everyM ∈ Ob(A ), letK(M,n) = M [−n] ∈ Ob(C(A )), and letDn(M) be the complex
X such that Xn = Xn+1 = M , dnX = idM and X i = 0 if i 6∈ {n, n + 1}. We also write
Sn = K(R, n) andDn = Dn(R). For everyM ∈ Ob(A ), the identity ofM induces a morphism
of complexes K(M,n)→ Dn−1(M) (which is clearly functorial in M ).

(a). Show that the functor Dn : RMod → C(A ) is left adjoint to the functor C(A ) → A ,
X 7−→ Xn, and that the functor K(·, n) : A → C(A ) is left adjoint to the functor Zn.

(b). Show that a morphism of C(A ) is in Fib is and only if it has the right lifting property
relatively to 0→ Dn for every n ∈ Z.

(c). Show that Dn is cofibrant for every n ∈ Z.

(d). Show that Sn is cofibrant for every n ∈ Z.

(e). Let p : X → Y be a morphism of C(A ).

(i) If p is inW ∩Fib, show that it has the right lifting property relatively to the canonical
morphism Sn = K(R, n)→ Dn−1 for every n ∈ Z.

(ii) If p has the right lifting property relatively to the canonical morphism Sn → Dn−1

for every n ∈ Z, show that it is in W ∩ Fib.
33We only need A to have all small limits and colimits and a nice enough projective generator, but we take

A = RMod to simplify the notation.
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(f). Show that the canonical morphism Sn → Dn−1 is in Cof.

(g). Let f : X → Y be a morphism of C(A ). Let E = X ⊕
⊕

n∈Z, y∈Y n D
n, let i : X → E

be the obvious inclusion and let p : E → Y be the morphism that is equal to f on the
summand X and that, for every n ∈ Z and y ∈ Y n, is equal on the corresponding sum-
mand Dn to the morphism Dn → Y corresponding to y ∈ Y n = HomR(R, Y n) by the
adjunction of question (a). We clearly have p ◦ i = f .

(i) Show that i is in W .

(ii) Show that i has the left lifting property relatively to any morphism of Fib.

(iii) Show that p is in Fib.

(h). Let f : X → Y be a morphism of C(A ). Let X0 = X and f0 = f . For every i ∈ N,
we construct morphisms of complexes ji : Xi → Xi+1 and fi+1 : Xi+1 → Y such that ji
is a monomorphism and in Cof and fi+1 ◦ ji = fi in the following way: Suppose that we
already have fi : Xi → Y . Consider the set Di of commutative squares

(D) SnD
fD //

��

Xi

fi
��

DnD−1
gD
// Y

(for some nD ∈ Z). Let ji : Xi → Xi+1 be defined by the cocartesian square⊕
D∈Di

SnD
∑
fD
//

��

Xi

ji

��⊕
D∈Di

DnD−1 // Xi+1

The morphisms fi : Xi → Y and
∑
gD :

⊕
D∈Di

DnD−1 → Y induce a morphism
fi+1 : Xi+1 → Y , and we clearly have fi+1 ◦ ji = fi.

Finally, let F = lim−→i∈NXi (where the transition morphisms are the ji), let j : X → F be
the morphism induced by j0 and let q : F → Y be the morphism induced by the fi.

(i) Show that q ◦ j = f .

(ii) Show that j is a monomorphism.

(iii) Show that j is in Cof.

(iv) Show that q is in W ∩ Fib.

(i). Show that every element of Cof is a monomorphism.

(j). Show that every element of W ∩ Cof has the left lifting property relatively to elements of
Fib. (Hint: Use question (g).)
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(k). Show that (W,Fib,Cof) is a model structure on C(A ).

(l). Show that the intersections of (W,Fib,Cof) with C−(A ) also give a model structure on
this category.

(m). Let f : A→ B be a morphism of A . Show that f has the left lifting property relatively to
epimorphisms of A if and only if it is injective with projective cokernel.

(n). Let i : X → Y be a morphism of C−(A ). Show that i is in Cof if and only if, for every
n ∈ Z, the morphism in is injective with projective cokernel.

Solution.

(a). Let X be an object of C(A ) and M be a left R-module. Giving a morphism of complexes
from Dn(M) to X amounts to giving R-linear maps f : M → Xn and g : M → Xn+1

such that g = dnX ◦ f ; so there is no extra condition on f , and g is determined by f . In
other words, we have constructed a bijection

HomC(A )(D
n(M), X)

∼→ HomR(M,Xn),

which is clearly functorial in M and X .

On the other hand, giving a morphism of complexes fromK(M,n) toX amounts to giving
a R-linear map f : M → Xn such that dnX ◦ f = 0; this is the same as giving a R-linear
map M → Ker(dnX) = Zn(X). In other words, we have constructed a bijection

HomC(A )(K(M,n), X)
∼→ HomR(M,Zn(X)),

which is clearly functorial in M and X .

Moreover, these adjunctions have the following property (which is clear on their construc-
tion): Let u : K(M,n) → Dn−1(M) be the morphism of complexes induced by idM . If
we have a morphism f : Dn−1(M)→ X corresponding to x ∈ Xn−1, then the morphism
f ◦ u : K(M,n)→ X corresponds to dn−1

X (x) ∈ Zn(X).

(b). Let f : X → Y be a morphism of C(A ). Saying that f has the right lifting property
with respect to 0 → Dn means that, for every morphism g : Dn → Y , there exists
h : Dn → X such that f ◦ h = g. By question (a), this is equivalent to saying that the map
HomR(R,Xn) → HomR(R, Y n), h 7→ f ◦ h is surjective, which is equivalent to the fact
that fn : Xn → Y n is surjective. This proves the assertion.

(c). By question (b), the morphism 0 → Dn has the left lifting property with respect to every
fibration, so it is a cofibration.

(d). Let f : X → Y be a morphism in W ∩ Fib, and let n ∈ Z. We
want to show that 0 → Sn has the left lifting property relatively to f . As
HomC(A )(S

n, C) = HomR(R,Zn(C)) = Zn(C) for every object C of C(A ) (by question
(a)), this is equivalent to the fact that the map Zn(X) → Zn(Y ) induced by fn is surjec-
tive. So let y ∈ Zn(Y ). As f is a quasi-isomorphism, there exists x ∈ Zn(X) such that
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fn(x) − y ∈ Bn(Y ). Write fn(x) − y = dYn−1(y′), with y′ ∈ Y n−1. As f is in Fib, there
exists x′ ∈ Xn−1 such that fn−1(x′) = y′, and then we have

y = fn(x)− dYn−1(y′) = fn(x)− dYn−1(fn−1(x′)) = fn(x− dXn−1(x′)).

Also, as dXn ◦ dXn−1 = 0, we still have x− dXn−1(x′) ∈ Zn(X).

(e). By the solution of (a), saying that p : X → Y has the right lifting property relatively
to Sn → Dn−1 is equivalent to the following statement: For every y′ ∈ Y n−1, and for
every x ∈ Zn(X) such that dn−1

Y (y′) = pn(x) ∈ Zn(Y ), there exists x′ ∈ Xn−1 such that
dn−1
X (x′) = x and pn−1(x′) = y′.

(i) Suppose that p ∈ W ∩ Fib, and let y′ ∈ Y n−1 and x ∈ Zn(X) be such that
dn−1
Y (y′) = pn(x). In particular, we have pn(X) ∈ Bn(Y ); as p is a quasi-

isomorphism, this implies that x ∈ Bn(X), so there exists x′ ∈ Xn−1 such that
dn−1
X (x′) = x. We have

dn−1
Y (pn−1(x′)− y′) = pn(dn−1

X (x′))− pn(x) = 0,

so pn−1(x′) − y′ ∈ Zn−1(Y ). By question (d), there exists x′′ ∈ Zn−1(X) such that
pn−1(x′′) = pn−1(x′)− y′, i.e. y′ − pn−1(x′ − x′′). Moreover, as x′′ ∈ Zn−1(X), we
have dn−1

X (x′ − x′′) = dn−1
X (x′) = x. So we are done.

(ii) Suppose that p has the right lifting property relatively to Sn → Dn−1 for every n ∈ Z.

We first show that pn induces a surjective map Zn(X) → Zn(Y ) for every n ∈ Z.
Indeed, let n ∈ Z and y ∈ Zn(Y ). Then dnY (y) = 0 = pn+1(0), so there exists
x ∈ Xn such that dnX(x) = 0, i.e. x ∈ Zn(X), and that pn(x) = y.

Now we show that pn : Xn → Y n is surjective for every n ∈ Z. Let n ∈ Z
and y ∈ Y n. Then dnY (y) ∈ Zn+1(Y ), so, by the previous paragraph, there ex-
ists x′ ∈ Zn+1(X) such that pn+1(x′) = dnY (y). Then, by assumption, there exists
x ∈ Xn such that dnX(x) = x′ and pn(x) = y.

We finally show that p is a quasi-isomorphism. Let n ∈ Z. We already know that
the map Hn(p) : Hn(X) → Hn(Y ) is surjective (because Zn(X) → Zn(Y ) is sur-
jective), so it remains to show that it is injective. Let x ∈ Zn(X), and suppose that
pn(x) ∈ Bn(Y ). Then there exists y′ ∈ Y n−1 such that pn(x) = dn−1

Y (y′), so we can
also find x′ ∈ Xn−1 such that dn−1

X (x′) = x and pn−1(x′) = y′. In particular, we have
x ∈ Bn(X).

(f). This follows from question (e) and from the definition of Cof.

(g). (i) An easy calculation shows that the complex Dn has zero cohomology for every
n ∈ Z. As i is the direct sum of idX and of morphisms 0 → Dn, this implies
that i is a quasi-isomorphism.

(ii) The morphism idX has the left lifting property relatively to any morphism of C(A ),
and morphisms 0→ Dn have the left lifting property relatively to morphisms of Fib

383



A Problem sets

by question (b). Also, for every morphism of C(A ), the set of morphisms that have
the left lifting property relatively to f is stable by direct sums (this is easy, and it is
also proved in Proposition VI.5.2.1).

(iii) It is clear on the definition of p that every element of Y n is in the image of pn, for
every n ∈ Z. So p is in Fib.

(h). (i) For every i ∈ N, the composition X → Xi
fi→ Y is equal to

fi ◦ (ji−1 ◦ ji−2 ◦ . . . ◦ f0) = fi−1 ◦ (◦ji−2 ◦ . . . ◦ f0) = . . . = f1 ◦ j0 = f.

So q ◦ j = f .

(ii) For every i ∈ N, the morphism X → Xi (which is ji−1 ◦ji−2 ◦ . . .◦j0) is a monomor-
phism. As filering colimits are exact in C(RMod) (because they are exact in RMod),
this implues that j is a monomorphism.

(iii) For every i ∈ N, the morphism
⊕

D∈Di
SnD →

⊕
D∈Di

DnD−1 is in Cof by question
(e). This easily implies that ji is in Cof for every i ∈ N, and then that j is is Cof (see
Proposition VI.5.2.1).

(iv) By question (e), it suppose to show that q has the right lifting property with respect
to Sn → Dn−1 for every n ∈ Z. So fix n ∈ Z, and consider a commutative square:

Sn u //

��

F

q

��

Dn−1
v
//

h

<<

Y

We want to find h : Dn−1 → Y making the diagram commute. Remember that
HomC(A )(S

n, F ) = Zn(F ) by (a). As F n = lim−→i∈NX
n
i , there exists i ∈ N and

x ∈ Xn
i such that the element z of Zn(F ) corresponding to u is the image of xi in

F n. As dnF (z) = 0, the image in F n+1 of dnXi(xi) is 0. But the morphism Xi → F is
a monomorphism (for the same reason as in (i)), so dnxi(xi) = 0, i.e. xi ∈ Zn(Xi).
Let ui : Sn → Xi be the morphism corresponding to xi. By definition of Xi+1, there
is a morphism hi : Dn → Y making the following diagram commute:

Sn
ui //

��

Xi

ji
�� fi

��

Dn−1
hi
//

v //

Xi+1 fi+1

!!

Y

We get the desired morphism h : Dn → F by composing hi with the canonical
morphism Xi+1 → F .
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(i). Let i : X → Y be an element of Cof. By question (h), we can write i = q ◦ j, with
j : X → F a monomorphism and q ∈ W ∩ Fib. In particular, we have a commutative
square

X
j
//

i
��

F

q
��

Y

h
>>

Y

By definition of Cof, there exists h : Y → F such that q ◦ h = idY and h ◦ i = j. As j is
a monomorphism, this implies that i is also a monomorphism.

(j). Let j : X → Y be an element of W ∩Cof. By question (h), we can write j = p ◦ i, where
i ∈ W has the left lifting property relatively to fibrations and p ∈ Fib. As j ∈ W , we also
have p ∈ W . Consider the commutative square

X
i //

j
��

A

p
��

Y

h
>>

Y

As p ∈ W ∩Fib and j ∈ Cof, there exists h : Y → A such that p ◦ h = idY and h ◦ i = j.
So we have a commutative diagram

X

j
��

X

i
��

X

j
��

Y
h
// A p

// Y

which shows that j is a retract of i. As i has the left lifting property relatively to fibrations,
so does j. (This is easy, see Proposition VI.5.2.1 for a proof.)

(k). We check the axioms. First, the setsW , Fib and Cof clearly contain the identity morphisms
and are stable by composition. Also, we know that C(RMod) has all small limits and
colimits, which is axiom (MC1). Axiom (MC2) (the fact that W satisfies the two out of
three property) and the fact that W and Fib are stable by retracts are clear. The fact that
Cof is stable by retract follows from its definition as the set of morphisms having the left
lifting property relatively to elements of W ∩ Fib; this finishes the proof of (MC3). The
existence of the two factorizations of axiom (MC5) is proved in questions (g) and (h).
Finally, consider a commutative square

A
f
//

i
��

X

p
��

B g
//

h
>>

Y

as in axiom (MC4). If p ∈ W ∩ Fib and i ∈ Cof, the existence of h follows from the
definition of Cof. If i ∈ W ∩ Cof and p ∈ Fib, the existence of h follows from question
(j).
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(l). Let W−, Fib− and Cof− be the intersections of W , Fib and Cof with C−(RMod). By the
description of the functors HomC(RMod)(S

n, ·) and HomC(RMod)(D
n, ·) in question (a), if

f : X → Y is a morphism of C−(RMod), then the algorithms of questions (g) and (h)
produce factorizations of f in C−(RMod). So, to prove the statement, it suffices to check
that Cof− is the set of morphisms of C−(RMod) having the left lifting property relatively
to the elements ofW−∩Fib−. The fact that every morphism of Cof− satisfies this property
is clear. Conversely, let j : A → B be a morphism of C−(RMod) that has the left lifting
property relatively to the elements of W− ∩ Fib−, and let p : X → Y be in W ∩ Fib.
Consider a commutative square

A
f
//

j
��

X

p
��

B g
// Y

As A,B ∈ Ob(C−(RMod)), there exists N ∈ Z such that A = τ≤NA and B = τ≤NB.
Also, by question (d) and the properties of the truncation functors, the morphism
τ≤Np : τ≤NX → τ≤NY is still in W ∩ Fib, hence it is in W− ∩ Fib−. So we have a
commutative square

A
τ≤Nf

//

j
��

τ≤NX

τ≤Np
��

B
τ≤Ng

//

h′
<<

τ≤NY

with τ≤Np ∈ W− ∩ Fib−. By the hypothesis on j, there exists h′B → τ≤NX making
the diagram commute. Composing h′ with the canonical morphism τ≤NX → X , we get a
morphism h : B → X such that p ◦ h = g and h ◦ j = f .

(m). Let f : A→ B be a morphism of left R-modules.

Suppose that f has the left lifting property with respect to every surjective morphism of
left R-modules. Denote the canonical surjection A → Im f by q. Applying the lifting
property of f to the commutative square

A
q
//

f
��

Im f

��

B // 0

we get a morphism h : B → Im f such that h ◦ f = q. Applying the lifting property of f
again, this time to the commutative square

A
idA //

f
��

A

q

��

B
h
// Im f
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we get a morphism s : B → A such that s ◦ f = idA. So f is injective and we have
B = Im f ⊕ P , with P = Ker s. It remains to show that P is projective. Let u : M → N
be a surjective morphism of left R-modules, and let g : P → N be a R-linear map. We
extend it to a R-linear map g′ : B → N by taking g′ = 0 on Im f . Then we have a
commutative square

A
0 //

f
��

M

u
��

B
g′
// N

so there exists h′ : B →M such that u ◦ h′ = g′. If h = h′|P , we have u ◦ h = g.

Conversely, suppose that f is injective with projective cokernel P = Coker f . Let
p : B → P be the canonical surjection. As P is projective, there exists s : P → B
such that p ◦ s = idP . Hence B ' A ⊕ P , so we may assume that B = A ⊕ P and that

f =

(
idA
0

)
. Consider a commutative square

A u //

f
��

M

q
��

B v
// N

with q a surjective map. As P is projective, there exists h′ : P →M such that q ◦h′ = v|P .
Let h =

(
u h′

)
: B = A⊕ P → N . Then h ◦ f = u and q ◦ h =

(
u v|P

)
= v.

(n). We first prove that, for every n ∈ Z, the functor Dn−1 : RMod → C(RMod) is right
adjoint to the functor C(RMod) → RMod, X 7→ Xn. Let n ∈ Z, let M be a left
R-module and let X be an object of C(RMod). Then giving a morphism of complexes
u : X → Dn−1(M) is equivalent to giving two R-linear maps un−1 : Xn−1 → M and
un : Xn → M such that un−1 ◦ dn−2

X = 0 and un ◦ dnX = un−1; as the second condition
determines un−1 and implies the first condition, this is equivalent to giving un : Xn →M .
So we have constructed a bijective map

HomC(RMod)(X,D
n−1(M))→ HomR(Xn,M),

which is clearly functorial in X and M .

Let i : A → B be a morphism of C(RMod). We suppose that i is in Cof, and we want to
show that in is injective with projective kernel for every n ∈ Z:

(1) Suppose first that A = 0, and let n ∈ Z. We want to show that Bn is a projective R-
module. Let p : M → N be a surjective map of left R-modules, and let f : Bn → N
be a R-linear map. Then the morphism Dn−1(p) : Dn−1(M) → Dn−1(N) is a
fibration, and it is acyclic because both Dn−1(M) and Dn−1(N) are acyclic com-
plexes. Consider the morphism of complexes u : B → Dn−1(N) corresponding to
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f : Bn → N by the adjunction of the first paragraph. As B is cofibrant, there exists
a morphism h : B → Dn−1(M) making the following diagram commute:

0 //

��

Dn−1(M)

Dn−1(p)
��

B u
//

h

;;

Dn−1(N)

and then hn : Bn → M satisfies the identity p ◦ hn = f . This shows that Bn is a
projective R-module.

(2) Now we treat the general case. Note that we have a cocartesian diagram

A

i
��

// 0

��

B // Coker(i)

By Corollary VI.1.2.4, this implies that 0 → Coker(i) is a cofibration, i.e. that
Coker(i) is cofibrant. By (1), this shows that in has projective cokernel for every
n ∈ Z. To show that in is injective, consider the morphism u : A → Dn−1(An)
corresponding to idAn by the adjunction of the first paragraph. As Dn−1(An) is
an acyclic complex, the morphism Dn−1(An) is an acyclic fibration, so there ex-
ists h : B → Dn−1A such that h ◦ i = u, and in particular we have hn ◦ in = idAn ,
which implies that in is injective.

Conversely, suppose that, for every n ∈ Z, the morphism in is injective and has projective
cokernel. We want to show that i is a cofibration. Let P = Coker(i). As each P n is a
projective, the morphisms in : An → Bn are split injections (i.e. there exists morphisms
an : Bn → An such that an ◦ in = idAn), so, without loss of generality, we may assume

that Bn = An ⊕ P n and that in =

(
idAn

0

)
. As i is a morphism of complexes, we have

dnB =

(
dnA un

0 dnP

)
, with un : P n → An+1.

Consider a commutative square (in C(RMod))

A
f
//

i
��

X

p
��

B g
//

h
>>

Y

with p an acyclic fibration. We want to show that there exists a morphism h : B → X
making the diagram commute. As g ◦ i = p ◦ f , we have gn =

(
pn ◦ fn vn

)
with

vn : P n → Y n, and the fact that g is a morphism of complexes is equivalent to the
identities

(1) dnY ◦ vn = pn+1 ◦ fn+1 ◦ un + vn+1 ◦ dnP .
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If h : B → X is a morphism such that h ◦ i = f , then we must have hn =
(
fn wn

)
, with

wn : P n → Xn. The fact that h is a morphism of complexes is equivalent to the identities

(2) dnX ◦ wn = fn+1 ◦ un + wn+1 ◦ dnP ,

and we have p ◦ h = g if and only pn ◦ wn = vn for every n ∈ Z.

Let n ∈ Z. As pn : Xn → Y n is surjective and P n is a projective R-module, there exists a
R-linear map kn : P n → Xn such that pn ◦ kn = vn.

Xn

pn

��

P n

kn
<<

vn
// Y n

Let rn = dnX ◦ kn − kn+1 ◦ dnP − fn+1 ◦ un : P n → Xn+1. We have

pn+1 ◦ rn = dn+1
Y ◦ pn ◦ kn − pn+1 ◦ kn+1 ◦ dnP − pn+1 ◦ fn+1 ◦ un

= dn+1
Y ◦ vn − vn+1 ◦ dnP − pn+1 ◦ fn+1 ◦ un

= 0 by (1).

Let K = Ker(p). We just proved that rn : P n → Xn+1 factors through a R-linear map
sn : P n → Kn+1. Also, we have

rn+1 ◦ dnP = dn+1
X ◦ kn+1 ◦ dnP − fn+2 ◦ un+1 ◦ dnP

and

dn+1
X ◦ rn = −dn+1

X ◦ kn+1 ◦ dnP − dn+1
X ◦ fn+1 ◦ un

= −dn+1
X ◦ kn+1 ◦ dnP − fn+2 ◦ dn+1

A ◦ un

= −dn+1
X ◦ kn+1 ◦ dnP − fn+2 ◦ un+1 ◦ dnP ,

so sn+1 ◦ dnP = −dn+1
K ◦ sn. This means that the family (sn)n∈Z defines a morphism of

complexes from P to K[1]. As P is a bounded above complex of projective R-modules
and K is an acyclic complex, the dual of Theorem IV.3.2.1(i) says that s is homotopic to
0. This means that there exists a family of R-linear maps (tn : P n → Kn)n∈Z such that,
for every n ∈ Z, we have

sn = tn+1 ◦ dnP + dn−1
K[1] ◦ t

n = tn+1 ◦ dnP − dnK ◦ tn.

For every n ∈ Z, we set wn = kn + tn : P n → Xn and hn =
(
fn wn

)
: Bn → Xn. As

Kn = Ker(pn), we have
pn ◦ wn = pn ◦ kn = vn,
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so pn ◦ hn = gn. It remains to check that h is a morphism of complexes from B to X , so
we check identity (2). Let n ∈ Z. We have

dnX ◦ wn = dnX ◦ kn + dnX ◦ tn

= dnX ◦ kn + tn+1 ◦ dnP − rn

= tn+1 ◦ dnP + kn+1 ◦ dnP + fn+1 ◦ un

= wn+1 ◦ dnP + fn+1 ◦ un,

which is exactly (2).

�

A.11 Problem set 11

A.11.1 The model structure on complexes (continued)

(a). Let R be a ring, let C = C∗(RMod) with ∗ ∈ {−,∅} and consider the sets of morphisms

I = {Sn → Dn−1, n ∈ Z}

and
J = {0→ Dn, n ∈ Z}

in C . We use the notation Sn and Dn of problem A.10.2, and we denote by W the set of
quasi-isomorphisms in C .

(i) Show that Sn is small in C for every n ∈ Z.

(ii) Show that I − inj is the set of surjective quasi-isomorphisms.

(iii) Show that J − inj is the set of surjective morphisms.

(iv) Show that I and J are the sets of generating cofibrations and generating acyclic cofi-
brations of the model structure of problem A.10.2 on C .

(v) Show that, if f ∈ I − cell, then fn is injective and Coker(fn) is a free R-module for
every n ∈ Z.

(b). Let C ′ = C≤0(RMod), and consider the following sets of morphisms in C ′:

I ′ = {Sn → Dn−1, n ≤ 0} ∪ {0→ S0}

and
J ′ = {0→ Dn, n ≤ −1}.

We still denote by W the set of quasi-isomorphisms in C ′.

390



A.11 Problem set 11

(i) Show that J ′ − inj is the set of morphisms f such that fn is surjective for n ≤ −1.

(ii) Show that I ′ − inj = W ∩ J ′ − inj.

(iii) Show that I ′ and J ′ satisfy the conditions of Theorem VI.5.4.5.

Solution.

(a). (i) We have to show that, for every ω-sequence X : N→ C , the canonical map

lim−→
r≥0

HomC (Sn, Xr)→ HomC (Sn, lim−→
r≥0

Xr)

is an isomorphism. It suppose to treat the case of C = C(RMod) (as C−(RMod)
is a full subcategory of C(RMod) and colimits are easily seen to commute with the
inclusion functor). By question (a) of problem A.10.2 , we a canonical isomorphism,
for every X ∈ Ob(C ),

HomC (Sn, X) = HomR(R,Zn(X)) ' Zn(X).

So it suffices to show that the functor Zn : C → RMod commutes with filtrant
colimits, which follows immediately from the fact that filtrant colimits are exact on
the category RMod and from the construction of colimits of complexes.

(ii) This is question (e) of problem A.10.2 .

(iii) This is question (b) of problem A.10.2 .

(iv) This follows from (i)-(iii) and from Definition VI.5.4.1 .

(v) Let is denote by (P) the property “for every n ∈ Z, the morphism fn is injective and
its cokernel is a free R-module” of morphisms f of C . As (P) is true for morphisms
of I , it suffices to check that it is stable by direct sums, pushouts and transfinite
composition.

The stability by direct sums is clear.

Let X : N→ C be an ω-sequence such that each morphism ir : Xr → Xr+1 satisfies
property P , and let X = lim−→r≥0

Xr. We want to show that the morphism i : X0 → X

satisfies property (P). As injective morphisms in RMod are stable by composition
and filtrant colimits, the morphism in : (X0)n → Xn is injective for every n ∈ Z. It
remains to show that Coker(in) is free for every n. Fix n ∈ Z. We have

Coker(in) = Coker(lim−→
r≥0

(ir ◦ . . . ◦ i0)n) = lim−→
r≥0

Coker((ir ◦ . . . ◦ i0)n).

We construct by induction on r ≥ 1 a family of subsets Br of (Xr)
n such that the

image of Br in Coker((ir−1 ◦ . . .◦ i0)n) is a basis. We take B1 to be a lift of a basis of
Coker((i0)n). If r ≥ 1 and we have constructed Br, then we let B′r+1 be a lift of a ba-
sis of Coker(ir), and we takeBr+1 = ir(Br)∪B′r+1. LetB ⊂ Coker(in) be the image
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of the (increasing) union of the images of Br in Xn, for r ≥ 1. We claim that B is a
basis of Coker(in). Indeed, let x ∈ Xn. As Coker(in) = lim−→r≥0

Coker((ir◦. . .◦i0)n),
there exists r ≥ 1 and y ∈ (Xr)

n such that x is the image of y in Coker(in). We
can write y mod Im((ir−1 ◦ . . . ◦ i0)n) =

∑
e∈Br aee, with ae ∈ R, which shows

that x is in the span of B. Now if we have a finite subset B′ of B and an identity∑
e∈B′ aee = 0 with ae ∈ R, then we can find r ≥ 1 such that B′ is contained in

the image of Br in Xn; then the ae are the coefficients of a relation of linear depen-
dence among the elements of Br, so they are all 0. This shows that B is linearly
independent.

For the stability by pushouts, as pushouts in C are calculated degree by degree, it
suffices to proved that, if

A
u //

f
��

B

g
��

C v
// D

is a cocartesian square in RMod and if f is injective, then g is injective and the mor-
phism v : B → D induces an isomorphism Coker f

∼→ Coker g. The first statement
is Corollary II.2.1.16 , and the second statement To prove the second statement, we

may assume that D = (B ⊕ C)/i(A), where the morphism i : A→ B ⊕ C is
(
u
f

)
,

that v sends b ∈ B to the class of (b, 0) and g sends c ∈ C to the class of (0, c). Let
b ∈ B. Then v(b) ∈ im(g) if and only if there exists c ∈ C such that the classes of
(b, 0) and (0, c) in D are equal, that is, if and only if b is the image of an element of
A by f : A → B. This shows that Coker f → Coker g is injective. Now let d ∈ D,
and choose (b, c) ∈ B ⊕C representing it. After translating d by an element of Im g,
we may assume that c = 0, and then d = v(b). This shows that Coker f → Coker g
is surjective.

(b). (i) In the solution of question (b) of problem A.10.2, we showed that a morphism
f : X → Y in C(RMod) has the right lifting property relatively to 0 → Dn if
and only if fn : Xn → Y n is surjective. This immediately implies the desired result.

(ii) Suppose that f ∈ W ∩ J ′− inj. By (i), this means that f is a quasi-isomorphism and
that fn is surjective for n ≤ −1. By the solution of question (d) of problem A.10.2,
this implies that f has the right lifting property relatively to 0→ Sn for every n ≤ 0,
i.e. that Zn(f) is surjective for every n ≤ 0. By the solution of question (e)(i) of the
same problem, we can then deduce that f has the right lifting property relatively to
Sn → Dn−1 for every n ≤ 0. So f is in I ′ − inj.

Conversely, suppose that f ∈ I ′ − inj. By the solution of question (d) and the begin-
ning of the solution of question (e)(ii) of problem A.10.2, this implies that Zn(f) is
surjective for every n ≤ 0. Then the rest of the solution of (e)(ii) of the same problem
shows that fn is surjective for n ≤ −1 and that Hn(f) is an isomorphism for n ≤ 0.
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(iii) The morphisms of J ′ all have source 0, which is small in C ′, and we have proved
in question (a) that Sn is small in C , hence in C ′, for every n ≤ 0. This fives
condition (a) of the theorem. Also, we proved in (ii) that I ′ − inj = W ∩ J ′ − inj,
which gives conditions (c) and (d). It remains to proved condition (b), i.e. the fact that
J ′−cof ⊂ W∩I ′−cof. As I ′−inj ⊂ J ′−inj, we have J ′−cof ⊂ I ′−cof. It remains
to show that J ′ − cof ⊂ W . By Corollary VI.5.3.4, every morphism of J ′ − cof is a
retract of a morphism of J ′ − cell, so it suffices to show that morphism of J ′ − cell
are quasi-isomorphisms. As every morphism of J ′ is a quasi-isomrophism, it suffices
to show that quasi-isomorphisms are stable by direct sums, transfinite compositions
and pushouts; the first is obvious, the second follows from the exactness of filtrant
colimits in RMod, and the third is a striaghtforward calculation.

�

A.11.2 The model structure on simplicial R-modules

Remember the simplicial category ∆ and the category of simplicial sets sSet from
problem PS1.9 and problem PS2.2. As in problem PS1.9 we define morphisms
δ0, δ1, . . . , δn : [n − 1] → [n] in ∆ by the condition that δi is the unique increasing map
[n− 1]→ [n] such that i 6∈ Im(δi).

(a). Let A be an additive category. Let X• be an object of Func(∆op,A ). For n ∈ N and
i ∈ {0, 1, . . . , n}, we denote the morphism X•(δ

n
i ) by dni : Xn → Xn−1. The unnormal-

ized chain complex of X• is the complex C(X•) in C≤0(A ) given by: for every n ≥ 0,

C(X•)
−n = Xn

and

d−nC(X•)
=

n∑
i=0

(−1)idni .

(i) Show that C(X•) is a complex.

From now on, we assume that A is also pseudo-abelian. We use the notation of problem
A.10.1. In particular, we denote by C the category kar((Z[∆])⊕), identified to full sub-
category of Func(∆op,Ab), and we extend object of Func(∆op,A ) to additive functors
from C to Ab. Let X• be an object of Func(∆op,A ).

(ii) For every r ∈ N and every n ≥ 0, we consider the following direct summand of
C(X•)

−n:

C≤r(X•)
−n =

{
X•(Z(∆≤rn )) if r ≤ n− 1

X•(Z(∆≤n−1
n )) otherwise.

(With the convention that ∆≤−1
0 = ∅.)
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Show that this defines a subcomplex C≤r(X•) of C(X•).

(iii) Let ir : C≤r(X
•) → C≤r+1(X•) be the obvious inclusion. Show that there exists a

morphism fr : C≤r+1(X•)→ C≤r(X
•) such that fr ◦ ir is the identity morphism.

(iv) Show that ir is a homotopy equivalence.

(v) If A is an abelian category, show that the inclusion N(X•) ⊂ C(X•) is a quasi-
isomorphism.

(b). Let R be a ring, and let C = Func(∆op, RMod). Show that there is a model struc-
ture on C for which the weak equivalences are the morphisms f : X• → Y• such that
C(f) : C(X•) → C(Y•) is a quasi-isomorphism, and the cofibrations are the morphisms
f : X• → Y• such that N(f)n : N(X•)

−n → N(X•)
−n is injective with projective coker-

nel for every n ≥ 0.

Solution.

(a).

(b). Using the Dold-Kan equivalence N : C → C≤0(RMod), we can transport the model
structure on C≤(RMod) (defined in problem A.11.1(b)) to C . The characterization of
weak equivalences follows from question (a).

�

A.11.3 A Quillen adjunction

Let k be a commutative ring, let Γ be a group, and let R = k[Γ]. Consider the categories
C = C−(RMod) and D = C−(kMod) with the projective model structures, and the functor
F : C → D sending a complex X to the complex H0(Γ, X).

(a). Show that F has a right adjoint G.

(b). Show that (F,G) is a Quillen adjunction.

Solution.

(a). Consider the k-algebra morphism k[Γ] → k sending every γ ∈ Γ to 0. Then we have
H0(Γ, X) = k ⊗k[Γ] X , for every complex of left k[Γ]-modules X . Hence, if Y is a
complex of left k-modules and if we see Y as a complex of left k[Γ]-modules using the
morphism k[Γ]→ k that we just defined, then we have a canonical isomorphism

HomC(kMod)(H0(Γ, X), Y ) = HomC(RMod)(X, Y ).

This shows that F has a right adjoint G, where G is the functor sending
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Y ∈ Ob(C−(kMod)) to Y , seen as a complex of left k[Γ]-modules using the morphism
k[Γ]→ k.

(b). To prove that (F,G) is a Quillen adjunction, it suffices by Corollary VI.4.2.3 to show that
G preserves fibrations and acyclic fibrations. As a morphism in C−(kMod) or C−(RMod)
is a fibration or an acyclic fibration if and only if the underlying morphism of complexes
of abelian groups is, this follows immediately from the description of G.

�

A.11.4 Kähler differentials

Let R be a commutative ring. If B is a commutative R-algebra and M is a B-module, a R-linear
derivation from B to M is a R-linear map d : B →M such that, for all b, b′ ∈ B, we have

d(bb′) = bd(b′) + b′d(b).

We denote by DerR(B,M) the abelian group of derivations from B to M .

We fix a commutative R-algebra B.

(a). Show that the functor BMod → Ab, M 7−→ HomR(B,M) is representable and give a
pair representing it.

(b). Show that the functor BMod → Ab, M 7−→ DerR(B,M) is representable by a pair
(Ω1

B/R, duniv), where Ω1
B/R is a B-module (called the module of Kähler differentials) and

duniv : B → Ω1
B/R is a R-linear derivation. (Hint: The functor M 7−→ DerR(B,M) is

a subfunctor of M 7−→ HomR(B,M), so Ω1
B/R should be a quotient of the B-module

representing the functor of (a).)

(c). If B is the polynomial ring R[Xi, i ∈ I] (where I is a set), show that Ω1
B/R is a free

B-module on the set I .

Solution.

(a). If N is a R-module and M is a B-module, there is an isomorphism, fonctorial in N and
M :

HomB(N ⊗R B,M)
∼→ HomR(N,M)

sending aB-linear map f : N⊗RB →M to theR-linear mapN →M , x 7→ f(x⊗1). To
get the result, it suffices to apply this to the R-module N = B. So a pair representing the
functor BMod → Ab, M 7→ HomR(B,M) is (B ⊗R B, u), where B acts on the second
factor of B ⊗R B and u ∈ HomR(B,B ⊗R B) is defined by u(b) = b⊗ 1.

(b). For every B-module M , we have

DerR(B,M) = {d ∈ HomR(B,M) | ∀b, b′ ∈ B, d(bb′) = bd(b′) + b′d(b)}.
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If d : B → M is a R-linear map and if f : B ⊗R B → M is the corresponding B-linear
map, then we have d(b) = f(b⊗ 1) for every b ∈ B, so d is a derivation if and only if, for
all b, b′ ∈ B,

f((bb′)⊗ 1) = bf(b′ ⊗ 1) + b′f(b⊗ 1).

By definition of the B-module structure on B ⊗R B and B-linearity of f , this identity is
equivalent to

f((bb′)⊗ 1) = f(b⊗ b′) + f(b′ ⊗ 1).

So the functor DerR(B, ·) is representable by the pair (Ω1
B/R, duniv), with

Ω1
B/R = B ⊗R B/I , where I is the B-submodule of B ⊗R B generated by the set
{(bb′) ⊗ 1 − b ⊗ b′ − b′ ⊗ 1, b, b′ ∈ B}, and with duniv equal to the composition of
u : B → B ⊗R B and of the canonical projection B ⊗R B → Ω1

B/R.

(c). It suffices to show that the family (duniv(Xi))i∈I is a basis of the B-module Ω1
B/R. As

HomB(Ω1
B/R,M) = DerR(B,M) for every B-module M , it suffices to prove that, for

every B-module M and every family of elements (ti)i∈I of M such that ti = 0 for all
but finitely many i ∈ I , there exists a unique R-linear derivation d : B → M such that
d(Xi) = ti for every i ∈ I .

So we fix M and the family (ti)i∈I .

Suppose that d, d′ ∈ DerR(B,M) are such that d(Xi) = d′(Xi) = ti for every i ∈ I . We
want to show that d(P ) = d′(P ) for every polynomial P ∈ B = R[Xi, i ∈ I]. As d and d′

are R-linear, it suffices to prove it for P a monomial of the form
∏

i∈I X
di
i (with di = 0 for

all but finitely many i ∈ I). In this case, we show the result by induction on d =
∑

i∈I di.
If d = 0, then P = 1. Note that d(1) = d(12) = d(1) + d(1), so d(1) = 0, and similarly
d′(1) = 0; so d(P ) = d′(P ) in this case. Suppose that d ≥ 1. Then there exists i0 ∈ I
such that di0 ≥ 1, so p = Xi0Q, with Q = X i0−1

i0

∏
i∈I−{i0}X

di
i . We have d(Q) = d′(Q)

by the induction hypothesis, so

d(P ) = Xi0d(Q) +Qd(Xi0) = Xi0d(Q) +Qti0 = Xi0d
′(Q) +Qd′(Xi0) = d′(P ).

Finally, we show that there exists d ∈ DerR(B,M) such that d(Xi) = ti for every i ∈ I .
For every i ∈ I , denote by ∂

∂Xi
: B → B the R-linear map that sends a polynomial to its

derivative with respect to Xi. It is easy to see that this is a derivation, so the morphism
B → R, P 7→ ∂

∂Xi
P (1) is also a derivation. Define d : B →M by

d(P ) =
∑
i∈I

∂

∂Xi

P (1)ti.

(By the hypothesis on the family (ti)i∈I , this is a finite sum.) This is a R-linear derivation,
and we have d(Xi) = ti for every i ∈ I .

�
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A.11.5 Abelianization and Kähler differentials

Let C is a category that has finite products, and denote a final object of C by ∗. An abelian
group in C is a triple (X,m, e), where X is an object of C , and m : X×X → X and e : ∗ → X
are morphisms such that, for every object Y of C , the morphisms

m∗ : HomC (Y,X ×X) ' HomC (Y,X)× HomC (Y,X)→ HomC (Y,X)

and
e∗ : HomC (Y, ∗) = ∗ → HomC (Y,X)

(where we also denote by ∗ a final object of Set) define the structure of an abelian group on the
set HomC (Y,X). The morphism m is called the multiplication morphism of the group, and the
morphism e is called the unit.

If G = (X,m, e) and G′ = (X ′,m′, e′) are two abelian groups in C , a morphism from G to G′

is a morphism f : X → X ′ in C such that f ◦ e = e′ and that the following diagram commutes:

X ×X m //

f×f
��

X

f
��

X ′ ×X ′
m′
// X ′

We denote by Cab the category of abelian groups in C .

An abelianization functor on C is a left adjoint to the forgetful functor Cab → C .

(a). Show that Setab ' Ab, that Grpab ' Ab, that Topab is equivalent to the category of
commutative topological groups and that sSetab ' sAb.

(b). Show that Set, Grp and sSet have abelianization functors, and give formulas for these
functors.

Let R be a commutative ring and A be a commutative R-algebra. We denote by C the slice
category R−CAlg/A (see Definition I.2.2.6).

If M is a A-module, we define an A-algebra structure on A⊕M by taking the mutliplication
given by the formula

(a,m)(a′,m′) = (aa′, am′ + a′m),

for a, a′ ∈ A and m,m′ ∈ M . We have a morphism of A-algebras A⊕M → A sending (a,m)
to a. This gives a functor AMod→ C .

If B → A is an object of C and M is a A-module, we denote by DerR(B,M) the abelian
group of R-linear derivations from B to M (where M is seen as a B-module using the morphism
B → A).
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(c). Show that we have an isomorphism of functors C × AMod→ Ab:

HomC (B,A⊕M) ' DerR(B,M).

(d). If M is an A-module, show that A⊕M is an abelian group in C , and give formulas for its
multiplication and unit.

(e). Show that the functor AMod→ C sending M to A⊕M factors through the subcategory
Cab, and that it induces an equivalence of categories AMod→ Cab.

(f). Show that the functor C → AMod sending B → A to A ⊗B Ω1
B/R is an abelianization

functor for C .

Solution.

(a). Let (X,m, e) be an abelian group in a category C . By the Yoneda lemma (Corollary
I.3.2.3), the condition on m and e are equivalent to the following conditions:

- m is associative, that is, the following diagram commutes:

X ×X ×Xm×idX//

idX×m
��

X ×X
m
��

X ×X m
// X

- m is commutative, that is, the following diagram commutes:

X ×X

m
&&

ι // X ×X
m
��

X

where ι : X ×X → X ×X is the morphism exchanging the two factors.

- e is a unit for m, that is, the morphism m ◦ (idX × e) : X × ∗ → X (resp.
m ◦ (e× idX) : ∗ ×X → X) is equal to the first (resp. second) projection.

- There exists an inverse, that is, there exists a morphism i : X → X such that the
endomorphismsm◦(i×idX) andm◦(idX×i) ofX are both equal to the composition
X → ∗ e→ X , where X → ∗ is the unique morphism from X to the final object ∗.

This shows that Setab = Ab and that Topab is the category of topological abelian
groups. Also, by the definition of morphisms and products in categories of presheaves,
if I is any category and C is a category having finite products, we have an equiva-
lence PSh(I ,C )ab ' PSh(I ,Cab); applying this to I = ∆ and C = Set gives
sSetab ' sAb.
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Finally, let (G,m, e) be an abelian group in Grp. By question (a) of problem A.2.1, the
morphism m : G×G→ G is equal to the multiplication of G and it is commutative. Con-
versely, if G is an abelian group, then its multiplication and inverse maps are morphisms
of groups, so they make G into an abelian group in Grp. This shows that Grp ' Ab.

(b). An abelianization functor for C is left adjoint to the forgetful functor For : Cab → C . If
C = Set, then For is (isomorphic to) the forgetful functor Ab → Set, so it has a left
adjoint, which is the free Z-module functor. Similarly, if C = sSet (or more generally
if C = PSh(I ,Set) for any category I ), then the forgetful functor Cab → C has a
left adjoint, which sends a presheaf X• : ∆ → C to the presheaf n 7→ Z(Xn). Finally, if
C = Grp, then For is (isomorphic to) the inclusion Ab ⊂ Grp, so its left adjoint is the
abelianization functor.

(c). If u : B → A is an object of C , M is a A-module and d ∈ DerR(B,M), we define a map
f : B → A⊕M by f(b) = u(b) + d(b). Then f is R-linear because u and d are, we have
f(1) = u(1) = 1 (we have seen in the proof of (c) of problem ?? that a derivation always
sends 1 to 0), and, for b, b′ ∈ B, we have

f(bb′) = u(bb′) + bd(b′) + b′d(b) = (u(b) + d(b))(u(b′) + d(b′)) = f(b)f(b′)

by definition of the multiplication on A ⊕ M and of the B-module structure on M .
So f is a morphism of R-algebras, and it is obviously compatible with the mor-
phisms from A ⊕ M and B to A, so it is a morphism of C . This defines a map
α(B,M) : Der(B,M) → HomC (B,A⊕), and this map is clearly functorial in B and
M , so we get a morphism of functors α : Der(B, ·)→ HomC (B,A⊕ (·)).

To finish the proof, it remains to show that α is an isomorphism of functors. So fix an
object u : B → A of C and a A-module M again, and let f : B → A⊕M be a morphism
of C . In particular, the map f must be compatible with the morphisms from B and A⊕M
to A, so, for every b ∈ B, we have f(b) = u(b) + d(b) for some uniquely determined
d(b) ∈M . This defines a map d : B →M , which is R-linear because both f and u are. It
remains to show that d is a derivation, but this follows immediately from the fact that f is
compatible with multiplication (it’s the same calculation as in the previous paragraph).

(d). Note that C has all finite products: the product of two objects B → A and B′ → A of C is
their fiber product B×AB′ over A (with the canonical map to A), and the final object of C

isA idA→ A. Also, ifM andM ′ areA-modules, then (A⊕M)×A(A⊕M ′) = A⊕(M×M ′).

Let M be a A-module. By question (c), the presheaf HomC (·, A ⊕ M) on C is a
presheaf in abelian groups, so, by the Yoneda lemma I.3.2.3), there exist morphisms
m : (A ⊕ (M × M)) → A ⊕ M and e : A → A ⊕ M that make (A ⊕ M,m, e) an
abelian group in C .

We calculate m and e. The morphism e : A→ A⊕M corresponds to the zero derivation
in DerR(A,M) by the isomorphism of (c), so we have e(a) = a+0 for every a ∈ A. Also,
as m is a morphism of C , there exists a family of maps ma : M ×M → M , for a ∈ A,
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such that, for all a ∈ A and x, y ∈M , we have

m(a+ (x, y)) = a+ma(x, y).

So we have to calculate the family of maps ma : M ×M → M . Let u : B → A be an
object of C , let d, d′ ∈ DerR(B,M), and let f, f ′ : B → A ⊕M be the corresponding
morphisms of C . Then m ◦ (f × f ′) : B → A⊕M is the morphisms of C corresponding
to d+ d′ ∈ DerR(B,M). So, for every b ∈ B, we have

m(f(b), f ′(b)) = m(u(b)+(d(b), d′(b))) = u(b)+mu(b)(d(b), d′(b)) = u(b)+d(b)+d′(b),

that is,
mu(b)(d(b), d′(b)) = d(b) + d′(b).

Now let x, y ∈ M and a ∈ A. By question (c) of problem ??, if we take B = R[T ], then
there exist d, d′ ∈ DerR(B,M) such that d(T ) = x and d′(T ) = y. We make B an object
of C by using the morphism of R-algebras u : B → A sending T to a. Applying the
previous identity to these derivations (and taking b = T ), we get ma(x, y) = x + y. So
ma : M ×M →M is given by the addition of M for every a ∈ A.

(e). By question (d), if f : M → M ′ is a R-linear map, the the morphism of R-algebras
A⊕M → A⊕M ′, a+x 7→ a+ f(x) is also compatible with the abelian group structures
on A ⊕M and A ⊕M ′. This shows that the functor AMod → C , M 7→ A ⊕M factors
through a functor Φ : AMod → Cab. We want to show that Φ is an equivalence of
categories, so we prove that it is fully faithful and essentially surjective.

First, the functor Φ is clearly faithful. We prove that it is full. LetM andM ′ beA-modules,
and let g : A ⊕M → A ⊕M ′ be a morphism of Cab. As g is a morphism of R-algebras
over A, there exists a family of maps ga : M → M ′, for a ∈ A, such that, for all a ∈ A
and x ∈M , we have

g(a+ x) = a+ ga(x).

As g is compatible the abelian group structures of A ⊕M and A ⊕M ′, we have, for all
a ∈ A and x, y ∈M :

- g(a+ 0) = a, that is, ga(0) = 0;

- g(a+ (x+ y)) = a+ (ga(x) + ga(y)), that is, ga(x+ y) = ga(x) + ga(y).

Let a ∈ A and x ∈ M . As a + x = (a + 0) + (0 + x) and g is additive, we
get a + ga(x) = a + (ga(0) + g0(x)) = a + g0(x), hence ga(x) = g0(x). Now
using the fact that (a + 0)(1 + x) = a + ax and that g is multiplicative, we get
(a + 0)(1 + g1(x)) = a + ag1(x) = a + ga(ax); as g1 = g0 = ga, this implies
that g0(ax) = ag0(x). So we have found a A-linear map g0 : M → M ′ such that
g(a+ x) = a+ g0(x) for all a ∈ A and x ∈M . In other words, we have g = Φ(g0).

We finally show that Φ is fully faithful. So let (u : B → A,m, e) be an abelian group in
C . In particular, the map e : A → B is a morphism of R-algebras such that u ◦ e = idA,
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so we can write B = A ⊕M as a R-module with M = Keru an ideal and R-submodule
of B, and e : A → A ⊕ Ker(u) is the map a 7→ a + 0. So we have an isomorphism of
R-modulesB×AB = A⊕(M×M), and we can seem as a morphism fromA⊕(M×M)
to A⊕M . As e is a unit for m, for every a ∈ A and every x ∈M , the morphism m sends
the elements (e(a), a+x) and (a+x, e(a)) of B×AB to a+x, or in other words, we have

m(a+ (0, x)) = m(a+ (x, 0)) = a+ x.

As moreover m is a morphism of abelian groups, we have, for a ∈ A and x, y ∈M ,

m(a+ (x, y)) = m((a+ (x, 0)) + (0 + (0, y))) = a+ (x+ y).

To finish the proof, it suffices to show that M is a square-zero ideal of B. Let x, y ∈ M .
Then the product of the elements (0, y) and (1 + x, 1) of B ×A B is (0, y), the morphism
m sends (0, y) to 0 + y and (1 + x, 1) to 1 + x, and m is morphism of R-algebras, so
(1 + x)(0 + y) = 0 + y, which implies that xy = 0.

(f). By (e), the forgetful functor Cab → C is isomorphic to the functor AMod → C ,
M 7→ A ⊕ M . Let B → A is be object of C and M be a A-module; we can see M
as a B-module via the morphism B → A. By (b) of problem ?? and question (c), we have
isomorphisms, functorial in B and M :

Hom
AMod(A⊗B Ω1

B/R,M) ' Hom
BMod(Ω1

B/R,M)

' DerR(B,M)

' HomC (B,A⊕M).

This shows that the functor C → AMod, (B → A) 7→ A ⊗B Ω1
B/R is left adjoint to the

functor AMod→ C , M 7→ A⊕M .
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For every category C , we write s(C ) = Func(∆op,C ) for the category of simplicial objects of
C . If X is an object of C , we still denote by X the constant simplicial object with value X ,
that is, the object X• of s(C ) defined by Xn = X for every n ∈ N and X•(α) = idX for every
morphism α of ∆.

If F : C → D is a functor, it induces a functor s(F ) : s(C ) → s(D) by composition (an
object of s(C ) is a functor X• : ∆op → C , and we take s(F )(X•) = F ◦X•). We often write F
instead of s(F ).

Let R be a commutative ring and A be a commutative R-algebra. We consider the slice
categoryR−CAlg/A of commutativeR-algebras with a morphism toA (see Definition I.2.2.6),
we denote by C the category s(R−CAlg/A).
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Remember that the category s(R − CAlg) of simplicial R-algebras has a model structure
induced from that of the category s(RMod) of simplicialR-modules via the forgetful functor and
its left adjoint SymR (where SymR : RMod→ R −CAlg sends a R-module to the symmetric
R-algebra over it), where the model structure on s(RMod) comes from the projective model
structure on C≤0(RMod) via the Dold-Kan equivalence N : s(RMod)→ C≤0(RMod).

This induces a model structure on C , for which a morphism of C is a weak equivalence (resp.
a fibration, resp. a cofibration) if and only if its image in s(R − CAlg) is. This is an easy fact
and you don’t need to prove it (see Proposition 1.1.8 of Hovey’s book and the remark following
it).

More generally, let R• be a simplicial commutative ring. The categoryR•Mod of R•-modules
is the category whose objects are simplicial abelian groups M• such that:

- Mn is a Rn-module for every n ∈ N;

- for every α ∈ Hom∆([n], [m]), the morphism α∗ : Mm → Mn is Rm-linear, where Rm

acts on Mn via α∗ : Rm → Rn;

and whose morphisms are morphisms of simplicial abelian groups f : M• → N• such that fn is
Rn-linear for every n ∈ N. We define similarly the category R• − CAlg of commutative R•-
algebras. Note that, if R• is the constant simplicial ring R, then we have R•Mod = s(RMod)
and R• −CAlg = s(R −CAlg). These categories have model structures, that are induced via
the forgetful functors into sAb from the model structure on this last category (see Theorem );
in particular, a morphism in R•Mod or R• −CAlg is a weak equivalence (resp. a fibration) if
and only if the underlying morphism of simplicial abelian groups is a weak equivalence (resp a
fibration).

IfB•, B′• andB′′• are objects of s(R−CAlg), we denote byB•⊗B′•B′′• the simplicial commu-
tative R-algebra C• defined by Cn = Bn⊗B′n B′′n for every n ∈ N, and C•(α) = B•(α)⊗B′′• (α)
for every morphism α of ∆op.

You may admit the following description of cofibrations in s(R−CAlg):34

- A morphism of s(R−CAlg) is called free if it is of the form A• → A•⊗RB•, a 7→ a⊗1,
and if there exists a family of projective R-modules (Pk)k≥0 such that:

(a) For every n ≥ 0, we have

Bn =
⊗

α:[n]�[k]

SymR(Pk),

where the tensor product is over R and we take it over all surjective nondecreasing
maps α : [n]→ [k].

(b) For every surjective nondecreasing maps f : [n] → [m] and α0 : [m] → [k],
for every x ∈ SymR(Pk), the morphism f ∗ : Bm → Bn sends a pure tensor

34It is not very hard to prove, but a bit tedious. See for example Proposition 4.21 of the paper [4]
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⊗
α:[m]�[l] xα ∈ Bm, with xα ∈ SymR(Pk) equal to x for α = α0 and to 1 oth-

erwise, to the pure tensor
⊗

β:[n]�[k] yβ ∈ Bn, with yβ = x if β = α0 ◦ f and 1
otherwise.

- A morphism of s(R−CAlg) is a cofibration if and only if it is a retract of a free morphism.

In problem 5 of problem set 11, we have defined a functor AMod → R − CAlg/A,
M 7→ A ⊕ M . This induces a functor s(AMod) → C , that we denote by M• 7→ A ⊕ M•.
We denote the functor s(Ω1

·/A) : C → s(AMod) by B• 7→ Ω1
B•/A

. The following statements
are easy generalizations of the results of problem 5 of problem set 11, and you may use them
without proving them:

(a) The functor M• 7→ A⊕M• induces an equivalence of categories from s(AMod) to Cab.

(b) Using the equivalence of (a) to identify Cab and s(AMod), the functorB• 7→ A⊗B•Ω1
B•/R

is an abelianization functor for C .

In fact, we could generalize further to the case where R• is a simplicial commutative ring and
A• is a simplicialR•-algebra; then we get that the category of abelian groups inR•−CAlg/A• is
equivalent to A•Mod, and the functor B• 7→ A• ⊗B• Ω1

B•/R•
is ab abelianization functor (where

Ω1
B•/R•

is the B•-module equal to Ω1
Bn/Rn

in degree n).

We denote the left derived functor of B• 7→ A ⊗B• Ω1
B•/R

by
LAb : Ho(C ) → Ho(s(AMod)) ' D≤0(AMod). (You don’t need to prove that the
left derived functor exists. This follows immediately from the easy fact that the functor
M• 7→ A ⊕M• preserves weak equivalences and fibrations.) By definition of the left derived
functor, for every object B• of C , we have a morphism LAb(B•) → A ⊗B• Ω1

B•/R
in

D≤0(AMod).

The cotangent complex of A over R is the simplicial A-module LA/R = LAb(A). In other
words, to calculate LA/R, we take a cofibrant replacement A• → A of the constant object A of
C , and then

LA/R = A⊗A• Ω1
A•/R.

(1). Let M be a R-module. Show that the image of the constant simplicial R-module M by the
Dold-Kan equivalence N is the R-module M , seen as a complex concentrated in degree
0. (In other words, our two embeddings of RMod into s(RMod) and C≤0(RMod) are
compatible.)

(2). Show that the forgetful functor s(R − CAlg) → s(RMod) sends cofibrant objects to
cofibrant objects and cofibrant resolutions to cofibrant resolutions.

(3). Let A• be a cofibrant object of s(R−CAlg). Show that Ω1
An/R

is a projective An-module
for every n ∈ N.

(4). If P• is a simplicial R-module such that Pn is projective for every n ∈ N, show that
SymR(P•) is a cofibrant object of s(R−CAlg).
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(5). If P is a projective R-module and A = SymR(P ), show that the canonical morphism
LA/R → Ω1

A/R is an isomorphism.

(6). Show that the functor (·)⊗R (·) : s(RMod)×s(RMod)→ s(RMod) sends weak equiva-
lences between cofibrant objects to weak equivalences. 35 In particular, it has a left derived
functor, which we will denote by (·)⊗LR (·). (Hint: Write f × g as (f × id) ◦ (id× g).)

(7). Show that the functor (·)⊗R (·) : s(R−CAlg)× s(R−CAlg)→ s(R−CAlg) sends
weak equivalences between cofibrant objects to weak equivalences, and that, if we denote
its left derived functor by (·)⊗LR(·), the following diagram commutes up to an isomorphism
of functors:

Ho(s(R−CAlg))× Ho(s(R−CAlg))

��

(·)⊗LR(·)
// Ho(s(R−CAlg))

��

Ho(s(RMod))× Ho(s(RMod))
(·)⊗LR(·)

// Ho(s(RMod))

where the vertical arrows are forgetful functors.

(8). Derived tensor products are associative and commutative (just like their underived ver-
sions), this is not hard and you can use it without proof.

(9). Consider a commutative diagram of commutative rings:

R //

��

S

��

A
f
// B

(i) Show that the maps DerR(B,M) → DerR(A,M), d 7→ d ◦ f , for every B-module
M , induce a canonical morphism B ⊗A Ω1

A/R → Ω1
B/S .

Let A• → A be a cofibrant replacement in s(R − CAlg), and factor the morphism
S ⊗R A• → S ⊗R A → B as S ⊗R A•

i→ B•
p→ B, where i is a cofibration and p

is an acyclic fibration (in s(R−CAlg)):

A• //

��

S ⊗R A• i //

��

B•

p

��

A // B B

(ii) Show that p is a cofibrant replacement in s(S −CAlg).

35The model structure on a product of model categories is defined in the obvious way, i.e. a product f × g of
morphisms is a fibration (resp. cofibration, resp. weak equivalence) if and only if both f and g are. See Example
1.1.6 of Hovey’s book.
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(iii) Construct a natural morphism B ⊗LA LA/R → LB/S . (This morphism is of course
independent on the choices, but you can skip the verification.)

(10). IfA andB are commutativeR-algebras, and ifC = A⊗RB, show the canonical morphism

C ⊗A Ω1
A/R ⊕ C ⊗B Ω1

B/R → Ω1
C/R

is an isomorphism. (You can prove for example that both C-modules represent the same
functor.)

(11). Let A and B be commutative R-algebras such that TorRi (A,B) = 0 for every i ≥ 1.
If A• → A, B• → B are cofibrant replacements in s(R − CAlg), show that
A• ⊗R B• → A⊗R B is a cofibrant replacement.

(12). Let A and B be commutative R-algebras such that TorRi (A,B) = 0 for every i ≥ 1, and
let C = A⊗R B. Show that the canonical morphism

C ⊗LA LA/R ⊕ C ⊗LB LB/R → LC/R

is an isomorphism.

(13). IfA and S are commutativeR-algebras such that TorRi (A, S) = 0 for i ≥ 1, and ifA• → A
is a cofibrant replacement in s(R −CAlg), show that S ⊗R A• → S ⊗R A is a cofibrant
replacement in s(S −CAlg).

(14). Let A and S be commutative R-algebras such that TorRi (A, S) = 0 for i ≥ 1, and let
B = S ⊗R A. Show that the canonical morphism

B ⊗LA LA/R → LB/S

is an isomorphism.

(15). Let R→ A
f→ B be morphisms of commutative rings.

(i) Show that the sequence

B ⊗A Ω1
A/R → Ω1

B/R → Ω1
B/A → 0

is exact.

(ii) If there exists a morphism of R-algebras g : B → A such that g ◦ f = idA, show that
the sequence

0→ B ⊗A Ω1
A/R → Ω1

B/R → Ω1
B/A → 0

is exact.

(16). We say that a sequence M• → M ′
• → M ′′

• in s(RMod) is a cofiber sequence if its image
by the Dold-Kan equivalence N : s(RMod) → C≤0(RMod) extends to a distinguished
triangle in K(RMod). (In particular, it induces a long exact sequence of cohomology
groups.)
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Let R → A
f→ B be morphisms of commutative rings. The goal of this question is to

show that
B ⊗LA LA/R → LB/R → LB/A

comes from a cofiber sequence in s(BMod).

Let A• → A be a cofibrant replacement in s(R − CAlg), and factor the morphism
A• → A

f→ B as A•
i→ B•

p→ B, where i is a cofibration and p is an acyclic fibra-
tion in s(R−CAlg).

(i) Show that, for every n ∈ N, the sequence

0→ B ⊗An Ω1
An/R → B ⊗Bn Ω1

Bn/R → B ⊗Bn Ω1
Bn/An → 0

is exact.

(ii) Show that the morphism A⊗A• B• → B is a cofibrant replacement in s(A−CAlg).

(iii) Show that
B ⊗LA LA/R → LB/R → LB/A

comes from a cofiber sequence in s(BMod).

(17). Let R → S → A be morphisms of commutative rings, and suppose that the mor-
phism A ⊗LR S → A is an isomorphism in Ho(s(A − CAlg)). (In particular, we have
TorRi (A, S) = 0 for i ≥ 1.) Show that the canonical morphism LA/R → LA/S is an
isomorphism in Ho(s(AMod)).

(18). LetR→ A be a morphism of commutative rings such thatA⊗LRA→ A is an isomorphism.
Show that LA/R = 0.

(19). Let R → A be a morphism of commutative rings such that TorRi (A,A) = 0 for every
i ≥ 1 and that LA/A⊗RA = 0. Show that LA/R = 0.

(20). Let R → A be a morphism of commutative rings such that the morphisms R → A and
A⊗R A→ A are both flat. 36 Show that LA/R = 0.

(21). Let R be a commutative ring. Show that, for every R-module M and every i ∈ N, the
endofunctor TorRi (M, ·) of RMod commutes with filtrant colimits.

(22). We fix a prime number p. Remember that a commutative ring R of characteristic p (i.e.
such that p ·1R = 0) is called perfect if the endomorphism x 7→ xp ofR is an isomorphism.
We then denote its inverse by x 7→ x1/p.

For example, if R is perfect and I is a set, then the R-algebra

R[X
1/p∞

i , i ∈ I] =
⋃
n≥1

R[X
1/pn

i , i ∈ I]

36Such a morphism is called weakly étale. For example, an étale morphism is weakly étale.
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is perfect.

Let R → A and R → B be morphisms of commutative rings of characteristic p, with R,
A and B perfect.

(i) Show that A⊗R B is perfect.

The goal of the rest of this question is to show that TorRi (A,B) = 0 if i ≥ 1.

(ii) Show that there exists a set I and an ideal a of S = R[X
1/p∞

i , i ∈ I] such that
A ' S/a.

(iii) Show that it suffices to prove that TorRi (S,B) = 0 for i ≥ 1 and that
TorSi (A, S ⊗R B) = 0 for i ≥ 1.

(iv) Show that TorRi (S,B) = 0 for i ≥ 1.

By (i)-(iv), we may now assume that the morphism R → A is surjective. We denote its
kernel by a. Remember that the goal is to prove that TorRi (A,B) = 0 for i ≥ 1, or, in
other words, that the canonical morphism A ⊗LR B → A ⊗R B is an isomorphism (in
Ho(s(RMod))).

(v) Show that we may assume that there exist f1, . . . , fr ∈ R such that
a =

⋃
n≥1(f

1/pn

1 , . . . , f
1/pn

r ).

(vi) Show that the result follows from the case r = 1.

We now assume that there exists f ∈ R such that a =
⋃
n≥1(f 1/pn).

We write Mn = R and Nn = B for every n ≥ 1. For every n ≥ 1, let un : Mn → Mn+1

(resp. vn : Nn → Nn+1) be the multiplication by f 1/pn−1/pn+1 . Let M (resp. N ) be the
colimit of the functor N≥1 → RMod given by M1

u1→ M2
u2→ . . . (resp. N1

v1→ N2
v2→ . . .),

and consider the morphism γ : M → a (resp. δ : N → aB) that is given by multiplication
by f 1/pn on Mn (res. Nn).

(vii) Show that γ and δ are isomorphisms.

(viii) Show that the canonical morphism a⊗R B → aB is an isomorphism.

(ix) Show that the canonical morphism A⊗LR B → A⊗R B is an isomorphism.

(23). The goal of this question is to show that, if A→ B is a morphism of commutative rings of
characteristic p with B and A perfect, then LB/A = 0.

(i) Consider the canonical morphism R = B ⊗A B → B. Show that B ⊗LR B → B is
an isomorphism (in Ho(s(BMod))).

(ii) Deduce that LB/A = 0.

Solution. We first collect some useful results:
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(A) A weak equivalence in C≤0(RMod) is an acyclic fibration if and only if it is surjective in
every degree.

A morphism that is surjective in every degree is clearly a fibration. Conversely, let
f : X → Y be an acyclic fibration. As f is a fibration, we know that fn is surjective
for n ≤ −1. Let y ∈ Y 0. As H0(f) : Coker(d−1

X )→ Coker(d−1
Y ) is an isomorphism, there

exist x ∈ X0 and y′ ∈ Y −1 such that y = f 0(x)+d−1
Y (y′). As f−1 is surjective, there exists

x′ ∈ X−1 such that f−1(x′) = y′. Then y = f 0(x) + d−1
Y (f−1(x′)) = f 0(x + d−1

X (x′)).
This shows that f 0 is surjective.

(B) A morphism i : X → Y of C≤0(RMod) is a cofibration if and only if in is injective with
projective cokernel for every n ∈ Z. In particular, an object of C≤0(RMod) is cofibrant if
and only if it is a complex of projective R-modules.

Suppose that in is injective with projective cokernel for every n ∈ Z. In question
(n) of problem A.10.2, we proved that i has the left lifting property relatively to any
quasi-isomorphism f of C(RMod) that is surjective in every degree, and by (A), these
morphisms are exactly the acyclic fibrations. So i is a cofibration. Conversely, sup-
pose that i is a cofibration. To show that in is injective with projective cokernel for
every n ∈ Z, it suffices, by question (n) of problem A.10.2, to show that i is still a
cofibration in C−(RMod). In other words, we want to show that the forgetful functor
For : C≤0(RMod) → C−(RMod) preserves cofibrations. Note that For has a right ad-
joint, the truncation function τ≤0, and that τ≤0 preserves fibrations and weak equivalences.
So For preserves cofibrations by Corollary VI.4.2.3.

(C) An object A• of s(RMod) is cofibrant if and only if An is a projective R-module for every
n ∈ N.

Let X ∈ Ob(C≤0(RMod)) be the image of A• by the Dold-Kan equivalence. It suffices
to prove that Xn is a projective R-module for every n ∈ Z if and only if An is a projective
R-module for every n ∈ N. If all the X−n are projective, then so are all the An, because
An is isomorphic to

⊕
0≤k≤n(X−k)(

n
k). Now suppose that all the An are projective. By the

description of the Dold-Kan equivalence in the solution of question (p) of problem A.10.1,
and by question (f) of that same problem, the R-module X−n is a direct summand of the
R-module An for every n ∈ N, so it is projective.

(1). We use the formula for the equivalence N : s(RMod) → C≤0(RMod) given in question
(q) of problem A.10.1.

LetM be aR-module, and letX• be the constant simplicialR-moduleM . This means that
Xn = M for every n ∈ N and that X•(α) = idM for every morphism α of ∆. If n = 0,
then N(X•)

−n = X0 = M . If n ≥ 1, then N(X•)
−n =

⋂n
i=1 Ker(idM) = 0. This gives

the result.

(2). Let A• be a cofibrant object of s(R − CAlg). We want to show that it is cofibrant as an
object of s(RMod). By (C), it suffices to prove that An is a projective R-module for every
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n ∈ N.

As cofibrant objects are stable by retracts (because cofibrations are), we may assume that
A• is free over the initial object R of s(R −CAlg). In particular, there exists a family of
projective R-modules (Pk)k≥0 such that, for every n ≥ 0, we have

An =
⊗

α:[n]�[k]

SymR(Pk).

As a (finite) tensor product of projective R-modules is projective, it suffices to show that,
for every projective R-module P , the symmetric algebra SymR(P ) is projective as a R-
module. As SymR(P ) =

⊕
d≥0 Symd

R(P ), it suffices to show that Symd
R(P ) is projective

for every d ∈ N. Let Q be another R-module such that P ⊕Q is free, and let d ∈ N. Then
we have

Symd
R(P ⊕Q) '

⊕
a+b=d

Syma
R(P )⊗R Symb

R(Q),

so in particular Symd
R(P ) = Symd

R(P ) ⊗R Sym0
R(Q) (remember that Sym0

R(M) = R
for every R-module M ) is a direct summand of Symd

R(P ⊕ Q). But, as P ⊕ Q is a free
R-module, so is Symd

R(P ⊕Q), and so Symd
R(P ) is a projective R-module.

Now let f : A• → B• be a cofibrant replacement of B• in s(R−CAlg). This means that
A• is cofibrant and that f is an acyclic fibration in s(R − CAlg). We have just proved
that A• is still cofibrant as an object of s(RMod), and we know that the forgetful functor
s(R−CAlg)→ s(RMod) preserves weak equivalences and fibrations by construction of
the model structure on s(R−CAlg). So f is still a cofibrant replacement in s(RMod).

(3). First we prove the following statement: If A and B are two commutative R-algebras
such that A is a retract of B (i.e. if we have two morphisms of R-algebras A → B
and B → A whose composition is idA), then we have an isomorphism of A-modules
Ω1
A/R ' A ⊗B Ω1

B/R; in particular, if Ω1
B/R is a projective B-module, then Ω1

A/R is
a projective A-module. Indeed, applying the result of question (15)(ii) to the sequence
A→ B → A, we get an exact sequence

0→ A⊗B Ω1
B/A → Ω1

A/A → Ω1
A/B → 0.

As Ω1
A/A = 0, this shows thatA⊗BΩ1

B/A = 0. Now applying the result of question (15)(ii)
again, this times to the sequence R→ B → A, we get an exact sequence

0→ B ⊗A Ω1
A/R → Ω1

B/R → Ω1
B/A → 0.

Taking the tensor product by A over B, and using the fact that A⊗B Ω1
B/A = 0, we get the

desired result.

Now let A• be a cofibrant object of s(R − CAlg). There exists a free object B• of
s(R − CAlg) such that A• is a retract of B• and then, for every n ∈ N, the R-algebra
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An is a retract of Bn. By the previous paragraph, it suffices to prove that Ω1
Bn/R

is a pro-
jective Bn-module for every n ∈ N. In other words, we may assume that A• is free over
R. Then there exists a family of projective R-modules (Pk)k≥0 such that, for every n ≥ 0,
we have

An =
⊗

α:[n]�[k]

SymR(Pk).

Fix n ∈ N. We want to show that Ω1
An/R

is a projective An-module. By question (10), it
suffices to prove that, if P is a projective R-module and A = SymR(P ), then Ω1

A/R is a
projective A-module. Let Q be another R-module such that P ⊕ Q is a free R-module.
We claim that the R-algebra SymR(P ) is a retract of SymR(P ⊕ Q); as Ω1

SymR(P⊕Q)/R is
a free SymR(P ⊕Q)-module by question (c) of problem ??, this finishes the proof by the
first paragraph. Remember that, for every R-module M and every commutative R-algebra
B, restriction along the map M = Sym1

R(M) ⊂ SymR(M) induces a canonical bijection

HomR−CAlg(SymR(M), B) = Hom
RMod(M,B).

Let s : SymR(P ) → SymR(P ⊕ Q) be the R-algebra morphism corresponding to the R-
module morphism P → P ⊕Q = Sym1

R(P ⊕Q) ⊂ SymR(P ⊕Q), where P → P ⊕Q is
the obvious inclusion, and let r : SymR(P ⊕Q)→ SymR(P ) be the R-algebra morphism
corresponding to the R-module morphism P ⊕Q→ P = Sym1

R(P ) ⊂ SymR(P ), where
P ⊕ Q → P is the obvious projection. Then r ◦ s : SymR(P ) → SymR(P ) is equal to
idP on P = Sym1(P ), so r ◦ s = idSymR(P ). This shows that SymR(P ) is a retract of
SymR(P ⊕Q).

(4). By (C), we know that P• is a cofibrant object of s(RMod). As
SymR : s(RMod) → s(R − CAlg) is left adjoint to the forgetful functor, and as
the model structure on s(R − CAlg) is transported from that of s(RMod) using this
adjunction, the functor SymR preserves cofibrations. In particular, it sends cofibrant
objects to cofibrant objects (note that, as a left adjoint, the functor SymR preserves initial
objects), and so SymR(P•) is a cofibrant object of s(R−CAlg).

(5). By question (4), the constant simplicial R-algebra A is a cofibrant object of s(R−CAlg),
so idA is a cofibrant replacement of A. So

LA/R = A⊗A Ω1
A/R = Ω1

A/R.

(6). Let u be a morphism of s(RMod)×s(RMod) that is a weak equivalence between cofibrant
objects; we want to show that the image of u by the functor (·)×R(·) is a weak equivalence.
We can write u = f×g with f and g morphisms of s(RMod). Then u = (f×id)◦(id×g),
so it suffices to treat the case where f or g is an identity morphism.

In fact, we claim that, if f is a weak equivalence in s(RMod) and ifZ• is a cofibrant object,
then f ⊗R idZ• and idZ•⊗R f are weak equivalences. As tensor products are commutative,
it suffices to treat the first case. Write f : X• → Y•. Let h : A→ B andC be the images of
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f : X• → Y• and Z• by the Dold-Kan equivalenceN : s(RMod)→ C≤0(RMod). Then h
is a quasi-isomorphism, andC is a complexe of projectiveR-modules by (C) and (B). Also,
by the Eilenberg-Zilberg theorem (see Section 8.5 of Weibel’s book [15]) and the definition
of the model structure on s(RMod), the morphism f ⊗R idZ• is a weak equivalence if and
only if the morphism v := Tot(h ⊗R idC) : Tot(A ⊗R C) → Tot(B ⊗R C) is a quasi-
isomorphism (the double functor obtained by tensoring two simple complexes is defined
in Example IV.1.6.3(1)).

To prove that v is a quasi-isomorphism, we use the second spectral sequences IIE(A⊗RC)
and IIE(B⊗RC) of the double complexesA⊗RC andB⊗RC, see Theorem IV.4.1.7; we
know that these spectral sequences converge to the cohomology of the total complexes of
these double complexes, becauseA⊗RC andB⊗RC are third quadrant double complexes.
By the construction of these spectral sequences in Subsection IV.4.2, the morphism of
double complexes v induces compatible morphisms vr : IIEr(A⊗RC)→ IIEr(B⊗RC),
for every r ∈ N ∪ {∞}, and v∞ is also compatible with the morphism H∗(Tot(v)) that v
induces on the cohomology of the total complexes.

For every q ∈ Z, as theR-module Cq is projective, we have H∗(A⊗RCq) = H∗(A)⊗RCq,
and similarly for B⊗R Cq; hence the morphisms vpq0 : IIEpq

0 (A⊗R C)→ IIEpq
0 (B⊗R C)

induced by v are isomorphisms. As each page of the spectral sequence is the cohomology
of the preceding one, this implies that vr : IIEr(A⊗R C)→ IIEr(B ⊗R C) is an isomor-
phism for every r ∈ N, hence also for r = ∞. So, for every n ∈ Z, there exist filtrations
on Hn(Tot(A ⊗R C)) and Hn(Tot(B ⊗R C)) such that Hn(Tot(v)) is compatible with
these filtrations and induces isomorphisms on their graded quotients; we see easily that
this implies that Hn(Tot(v)) is also an isomorphism.

Note that it also follows from the Eilenberg-Zilberg theorem that the derived tensor prod-
ucts on s(RMod) and on C≤0(RMod) (see Example V.4.4.12(1) for the second) corre-
spond to each other by the Dold-Kan equivalence; this implies easily that, to calculate
X• ⊗LR Y•, it suffices to take a cofibrant replacement of just one of X• or Y•. (We could
also deduce this from the stronger result we proved above, as in Proposition V.3.2.2).

(7). We denote by For the forgetful functor from s(R − CAlg) to s(RMod). We know that
a morphism f of s(R − CAlg) is a weak equivalence if and only if For(f) is a weak
equivalence, and we have seen in question (2) that F sends cofibrant objects to cofibrant
objects. So the first statement follows immediately from question (6).

The second statement follows from the construction of the left localization from Theorem
VI.4.1.1 and from the fact that For sends cofibrant replacements to cofibrant replacements,
which we have also proved un question (2).

(9). (i) Consider the functors F,G : BMod → Ab defined by F (M) = DerS(B,M) and
G(M) = DerR(A,M), where, in the definition of G, the B-module M is seen as
a A-module via the map f : A → B. As the map R → B factors through S, we
have DerS(B,M) ⊂ DerR(B,M) for every B-module M , so we have a morphism
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of functors α : F → G sending d ∈ DerS(B,M) to d ◦ f ∈ DerR(A,M). On the
other hand, by the universal property of Kähler differentials, we have isomorphisms,
functorial in M :

DerS(B,M) ' HomB(Ω1
B/S,M)

and
DerR(A,M) ' HomA(Ω1

A/R,M) ' HomB(B ⊗A Ω1
A/R,M).

By the Yoneda lemma, the morphism α comes from a unique morphism of B-
modules B ⊗A Ω1A/R→ Ω1

B/S .

(ii) If M1, . . . ,Mr are R-modules, then we have canonical isomorphisms

S ⊗R (M1 ⊗R . . .⊗RMr) ' (S ⊗RM1)⊗S . . .⊗S (S ⊗RMr)

and
S ⊗R SymR(M) ' SymS(S ⊗RM)

(these follow for example from the universal properties of the tensor product and of
the symmetric algebra). Hence it follows immediately from the definition of free
morphisms that the functor S ⊗R (·) : s(R − CAlg) → s(S − CAlg) sends
free morphisms to free morphisms. As functors preserve retracts, these functor
also preserves cofibrations. In particular, the simplicial S-algebra S ⊗R A• is cofi-
brant in s(S − CAlg). As i is a cofibration, this implies that B• is also cofibrant
in s(S − CAlg). On the other hand, we know that p is an acyclic fibration in
s(R − CAlg), so it is also an acyclic fibration in s(S − CAlg); this shows that
it is a cofibrant replacement.

(iii) We have LA/R = A⊗A•Ω1
A•/R

. AsA• is cofibrant, theAn-module Ω1
An/R

is projective
for every n ∈ N, so the A-module A ⊗An Ω1

An/R
is projective. By (C), this implies

that A⊗A• Ω1
A•/R

is a cofibrant object of s(AMod), and so

B ⊗LA LA/R = B ⊗A A⊗A• Ω1
A•/R = B ⊗A• Ω1

A•/R = B ⊗B• B• ⊗A• Ω1
A•/R

(see the end of the solution of question (6)). On the other hand, by (ii), we have
LB/S = B ⊗B• Ω1

B•/S
. By (i), we have a natural morphism B• ⊗A• Ω1

A•/R
→ Ω1

B•/S
.

We get the derived morphism by applying the functor B ⊗B• (·).

(10). Let M be a C-module, which we also see as a A-module (resp. a B-module) using the
R-algebra morphism f : A→ C, a 7→ a⊗ 1 (resp. g : B → C, b 7→ 1⊗ b). We have

HomC(Ω1
C/R,M) = DerR(C,M),

HomC(C ⊗A Ω1
A/R,M) = HomA(Ω1

A/R,M) = DerR(A,M)

and
HomC(C ⊗B Ω1

B/R,M) = HomB(Ω1
B/R,M) = DerR(B,M),
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and the morphism α : DerR(C,M) → DerR(A,M) × DerR(B,M) induced by
C ⊗A Ω1

A/R ⊕ C ⊗B Ω1
B/R → Ω1

C/R sends d ∈ DerR(C,M) to (d ◦ f, d ◦ g). By the
Yoneda lemma, it suffices to show that α is an isomorphism. We show that α is injective.
Let d ∈ DerR(C,M) such that α(d) = 0. Then, for every a ∈ A and every b ∈ B, we have

d(a⊗ b) = (a⊗ 1)d(1⊗ b) + (1⊗ b)d(a⊗ 1) = (a⊗ 1)(d ◦ g)(b) + (1⊗ b)(d ◦ f)(a) = 0.

As every element ofC is a finite sum of pure tensors, this implies that d = 0. Now we show
that α is surjective. Let d1 ∈ DerR(A,M) and d2 ∈ DerR(B,M). We want to construct
d ∈ DerR(C,M) such that d ◦ f = d1 and d ◦ g = d2. Consider the map u : A×B →M
defined by u(a, b) = (a⊗ 1)d2(b) + (1⊗ b)d1(a). Then u is R-bilinear, so it comes from
a unique R-linear map d : C → M , and we clearly have d ◦ f = d1 and d ◦ g = d2. To
check that d is a derivation, it suffices to verify that, for a, a′ ∈ A and b, b′ ∈ B, we have

d((a⊗ b)(a′ ⊗ b′)) = (a⊗ b)d(a′ ⊗ b′) + (a′ ⊗ b′)d(a⊗ b).

This follows easily from the definition of d.

(11). We first show that A• ⊗R B• is a cofibrant object of s(R − CAlg). If A• (resp. B•) is a
retract of A′• (resp. B′•), then A• ⊗R B• is a retract of A′• ⊗R B′•. So we may assume that
A• and B• are free over R. Choose families of projective R-modules (Pk)k≥0 and (Qk)k≥0

such that:

(a) For every n ≥ 0, we have

An =
⊗

α:[n]�[k]

SymR(Pk)

and
Bn =

⊗
α:[n]�[k]

SymR(Qk).

(b) For every surjective nondecreasing maps f : [n] → [m] and α0 : [m] → [k],
for every x ∈ SymR(Pk), the morphism f ∗ : Am → An sends a pure tensor⊗

α:[m]�[l] xα ∈ Bm, with xα ∈ SymR(Pk) equal to x for α = α0 and to 1 oth-
erwise, to the pure tensor

⊗
β:[n]�[k] yβ ∈ Bn, with yβ = x if β = α0 ◦ f and 1

otherwise; and similarly for f ∗ : Bm → Bn.

Then, for every n ∈ N, we have

An ⊗R Bn =
⊗

α:[n]�[k]

SymR(Pk)⊗R SymR(Qk) =
⊗

α:[n]�[k]

SymR(Pk ⊗Qk),

and the morphisms f ∗ : Am ⊗R Bm → An ⊗R Bn (for f ∈ Hom∆([n], [m]) surjective)
have a description similar to that of (b), with Pk replaced by Pk ⊗RQk. As the R-modules
Pk ⊗R Qk are projective, this shows that A• ⊗R B• is free over R, hence cofibrant.
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It remains to show that the morphism A• ⊗R B• → A ⊗R B is an acyclic fibration. For
this, we can work in the category s(RMod), and even, by the end of the proof of question
(6), apply the Dold-Kan equivalence to reduce the question to a calculation with com-
plexes. So let X and Y be the images of A• and B• by the Dold-Kan equivalence. Then
X, Y ∈ Ob(C≤0(RMod)) are complexes of projective R-modules, and we have quasi-
isomorphisms X → A and Y → B. The morphism Tot(X ⊗R Y ) → A ⊗R B is clearly
surjective in degree ≤ −1, hence a fibration, and we want to show that it is a quasi-
isomorphism. But we know that H−n(Tot(X ⊗R Y )) = TorRn (A,B) for every n ∈ N, so
this follows from the hypothesis on A and B.

(12). Let A• → A and B• → B be cofibrant replacements, and let C• = A• ⊗R B•. We have
seen in the proof of question (9)(iii) that C ⊗LA LA/R (resp. C ⊗LB LB/R) is representend
by the simplicial C-module C ⊗A• Ω1

A•/R
(resp. C ⊗B• Ω1

B•/R
). By question (10), the

canonical morphism

C ⊗A• Ω1
A•/R⊕C ⊗B• Ω1

B•/R = C ⊗C• (C•⊗A• Ω1
A•/R⊕C•⊗B• Ω1

B•/R)→ C ⊗C• Ω1
C•/R

is an isomorphism. But, by question (11), the morphism C• := A• ⊗R B• → C is a
cofibrant replacement. So LC/R = C ⊗C• Ω1

C•/R
, and we are done.

(13). We want to prove that S ⊗R A• is a cofibrant object of s(SCAlg) and that the morphism
S ⊗R A• → S ⊗R A is an acyclic fibration. We can prove the second statement exactly
as in the second part of the proof of question (11). As for the first statement, we can
assume as in the proof of question (11) that A• is free over R, and then we deduce that
S⊗RA• is free over S because, for every R-module M , we have a canonical isomorphism
S ⊗R SymR(M) = SymS(S ⊗R M) (as these two S-algebras both represent the functor
SMod→ Ab, N 7→ HomR(M,N)).

(14). First we show that, if A and S are any commutative R-algebras, and if B = S ⊗R A, then
the canonical morphism B ⊗A Ω1

A/R → Ω1
B/S of question (9)(i) is an isomorphism. We

have to prove that, for every B-module M (that we also see as an A-module via the map
f : A → B, a 7→ 1 ⊗ a), the map α : DerS(B,M) → DerR(A,M), d 7→ d ◦ f is an
isomorphism. Let d ∈ DerS(B,M) such that d ◦ f = 0. Then, for all s ∈ S and a ∈ A,
we have d(s ⊗ a) = sd(1 ⊗ a) = s(d ◦ f)(a) = 0. As every element of B is a finite
sum of elements of the form s ⊗ a, this shows that d = 0. Hence α is injective. Now let
d′ ∈ DerR(A,M). We want to find d ∈ DerS(B,M) such that d′ = d ◦ f . Let d : B →M
be the R-linear map induced by the R-bilinear map S × A → M , (s, a) 7→ sd′(a). It is
easy to check that d is a S-linear derivation. So α is surjective.

Now we come back to the notation of question (14). Let A• → A be a cofibrant replace-
ment, and letB• = S⊗RA•. We have seen in the proof of question (9)(iii) thatB⊗LALA/R
is representend by the simplicial B-module B ⊗A• Ω1

A•/R
. By the previous paragraph, the

canonical morphism

B ⊗A• Ω1
A•/R = B ⊗B• B• ⊗A• Ω1

A•/R → B ⊗B• Ω1
B•/S
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is an isomorphism. By question (13), the morphism B• → B is a cofibrant replacement,
so LB/S = B ⊗B• Ω1

B•/S
. This finishes the proof.

(15). (i) By the hint in question (h)(i) of problem A.9.2, it suffices to prove that, for every
B-module M (seen as a A-module via f : A→ B), the sequence

0→ HomB(Ω1
B/A,M)→ HomB(Ω1

B/R,M)→ HomB(B ⊗A Ω1
A/R,M)

is exact. This sequence is canonically isomorphic to

0→ DerA(B,M)→ DerR(B,M)→ HomA(Ω1
A/R,M) = DerR(A,M),

so it suffices to prove that this last sequence is exact. The fact that
DerA(B,M) → DerR(B,M) is injective is obvious. If d ∈ DerR(B,M) is actu-
ally A-linear, then, for every a ∈ A, we have

a · d(1) = d(f(a)) = d(1 · f(a)) = d(f(a)) + a · d(1),

so d(f(a)) = 0; this shows that d ◦ f = 0. Finally, let d ∈ DerR(B,M) such that
d ◦ f = 0; we want to show that d is A-linear. Let a ∈ A and b ∈ B. Then

d(f(a)b) = a · d(b) + b · d(f(a)) = a · d(b).

(ii) By (i), it suffices to show that the canonical morphism u : B ⊗A Ω1A/R→ Ω1
B/R is

injective. By question (9)(i), the morphism g : B → A gives a canonical morphism
v : A ⊗B Ω1

B/R → Ω1
A/R, and, by the definition of these two canonical morphisms,

the composition

Ω1
A/R = A⊗B B ⊗A Ω1

A/R

A⊗Bu→ A⊗B Ω1
B/R

v→ Ω1
A/R

is equal to the identity. Applying the functor B ⊗A (·), we see that the composition

B⊗A Ω1
A/R → B ⊗A A⊗B Ω1

B/R = Ω1
B/R → B ⊗A Ω1

A/R

is equal to the identity. Also, the first morphism is equal to B ⊗A A⊗B u = u. So u
is injective.

(16). (i) We saw in question (3) that, if A• is a cofibrant object of s(R−CAlg), then the An-
module Ω1

An/R
is projective for every n ∈ N. We need the following generalization:

IfA• → B• is a cofibration in s(R−CAlg), then theBn-module Ω1
Bn/An

is projective
for every n ∈ N. Indeed, we can apply the beginning of the solution of (3) to reduce
to the case where A• → B• is a free morphism. Let (Pk)k≥0 be a family of projective
R-modules such that Bn = An ⊗R

⊗
α:[n]�[k] Symr(Pk) for every n ∈ N. By the

beginning of the solution of (14), we have an isomorphism

Bn ⊗Rn Ω1
Rn/R

∼→ Ω1
Bn/An ,
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where Rn =
⊗

α:[n]�[k] SymR(Pk). We have seen in the solution of (3) that Ω1
Rn/R

is
a projective Rn-module, so Ω1

Bn/An
is a projective An-module.

Now we come back to the notation of question (16). First note that the morphism
An → Bn satisfies the hypothesis of question (15)(ii) for every n ∈ N (i.e. there
exists Bn → An such that the composition An → Bn → An is idAn); indeed, this
property is clear if i is free (because, for every R-module M , there exists a morphism
of R-algebras SymR(M) → R that is equal to idR on Sym0

R(M) = R; just take the
morphism corresponding to 0 ∈ HomR(M,R)), and it is obviously stable by taking
retracts. Hence, by question (15)(ii), we get exact sequences

0→ Bn ⊗An Ω1
An/R → Ω1

Bn/R → Ω1
Bn/An → 0.

By the preceding paragraph, the Bn-module Ω1
Bn/An

is projective, hence flat, so the
sequence above stays exact if we apply the functor B ⊗Bn (·). This gives the desired
exact sequence.

(ii) First we show that A ⊗A• B• is a cofibrant object in s(ACAlg). If the morphism
i : A• → B• is a retract of a morphism A• → C•, then A ⊗A• B• is a retract of
A⊗A• C•. So we may assume that the morphism i is free, and then it follows imme-
diately from teh description of free morphisms that the morphism A→ A⊗A• B• is
also free (for the same family of projective R-modules (Pk)k≥0).

It remains to show that the morphism A ⊗A• B• → B is an acyclic fibration. I am
stuck on the “acyclic” part too.

(iii) By the beginning of the solution of question (14), the canonical morphism

(A⊗A• B•)⊗B• Ω1
B•/A• → Ω1

A⊗A•B•/A

is an isomorphism. As B ⊗A⊗A•B• Ω1
A⊗A•B•/A

represents LB/A by (ii), we deduce
that B⊗B• Ω1

B•/A•
also represents LB/A. On the other hand, the morphism An → Bn

satisfies the condition of (i) for every n (that is, there exists a morphism Bn → An
such that the composition An → Bn → An is idAn); this is clear if i : A• → B•, and
this property is stable by retract. Hence we have an exact sequence (in s(BMod)):

0→ B ⊗A• Ω1
A•/R → B ⊗B• Ω1

B•/R → B ⊗B• Ω1
B•/A• → 0,

which is a cofiber sequence by Proposition V.4.1.3(iv). We have seen in the solu-
tion of question 9(iii) that B ⊗A• Ω1

A•/R
represents B ⊗LA LA/R, and we know that

B ⊗B• Ω1
B•/R

represents LB/R because B• is a cofibrant simplicial R-algebra (as
A• → B• is a cofibration) and B• → B is a weak equivalence; so we get the desired
result.

(17). The hypothesis says that TorRi (A, S) = 0 for i ≥ 1 and that the canonical morphism
A⊗R S → A is an isomorphism. By question (14), the canonical morphism

(A⊗R S)⊗LA LA/R = A⊗LA LA/R = LA/R → LA⊗RS/S = LA/S
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is an isomorphism.

(18). Applying the result of question (17) with S = A, we get an isomorphism
LA/R

∼→ LA/A = 0.

(19). Let u, v : A→ A⊗R A be the two R-algebra maps sending a ∈ A to a⊗ 1 and 1⊗ a re-
spectively. Note that the composition of u or v with the R-algebra map A ⊗R A → A,
a ⊗ b 7→ ab is idA. By question (14) (applied to S = A), the canonical morphism
(A⊗RA)⊗LALA/R → LA⊗RA/A is an isomorphism, where we use the map u : A→ A⊗RA
to form the derived tensor product on the left and the map v to form LA⊗RA/A. Applying
the functor A⊗LA⊗RA (·), we get an isomorphism LA/R

∼→ A⊗A⊗RA LA⊗RA/A.

Now consider the morphisms of R-algebras A v→ A ⊗R A → A, and applying question
(16)(iii). We get a sequence

A⊗A⊗RA LA⊗RA/A → LA/A → LA/A⊗RA

that comes from a cofiber sequence in s(AMod). But LA/A⊗RA = 0 by assumption, and
LA/A = 0 by question (5), so A⊗A⊗RA LA⊗RA/A = 0.

(20). Let S = A⊗R A. Then the morphism S → A is flat by assumption, and we see easily that
the canonical morphism A ⊗S A → A is an isomorphism. So, by question (18), we have
LA/S = 0. We can now apply question (19) to conclude that LA/R = 0.

(21). Let P • → M be a projective resolution of M . This means that P • is a complex of pro-
jective R-modules concentrated in degree ≤ 0 and that the morphism P • →M is a quasi-
isomorphism. Then, for every i ∈ N, the functor TorRi (M, ·) is isomorphic to the functor
H−i(P • ⊗R (·)), so it suffices to show that the second functor commutes with filtrant col-
imits. We know that, if P is a R-module, then the functor P ⊗R (·) : RMod → RMod
commutes with all colimits, because it has a right adjoint (see Proposition I.5.4.3); the re-
sult follows from this and from the fact that filtrant colimits in RMod are exact (Corollary
I.5.6.5).

(22). Recall that, if S is a commutative ring of characteristic p, then the map S → S, x 7→ xp is
a Fp-algebra endomorphism of S, called the (absolute) Frobenius of S.

(i) Consider the map f : A×B → A⊗R B, (a, b) 7→ a1/p ⊗ b1/p. Then f is bi-additive
and we have f(ar, b) = f(a, rb) for all a ∈ A, b ∈ B and r ∈ R (note that the last
assertion uses the fact that R is perfect). So f defines a morphism of abelian groups
A⊗R B → A⊗R B that sends a pure tensor a⊗ b to a1/p ⊗ b1/p. It is clear that this
morphism is an inverse of the Frobenius endomorphism of A⊗R B.

(ii) For every set E, we have a canonical bijection

HomR−CAlg(R[Xi, i ∈ E], A)
∼→ AE

(sending a morphism ofR-algebras f : R[Xi, i ∈ E]→ A to the family (f(Xi))i∈E).
As A is perfect, every R-algebra morphism R[Xi, i ∈ E] extends uniquely to a
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R-algebra morphism R[X1
i /p

∞, i ∈ E] → A, and every R-algebra morphism
R[X1

i /p
∞, i ∈ E] → A is uniquely determined by the images of the Xi. So we

get a bijection
HomR−CAlg(R[X

1/p∞

i , i ∈ E], A)
∼→ AE.

For example, if we take E = A, then the family (a)a∈A corresponds to a morphism
of R-algebras f : R[X

1/p∞
a , a ∈ A] → A such that f(Xa) = a for every a ∈ A. In

particular, the morphism f is surjective, so we can take S = R[X
1/p∞
a , a ∈ A] and

a = Ker(f).

(iii) If C is a commutative ring and C ′, C ′′ are commutative C-algebras, then we have
TorCn (C ′, C ′′) = H−n(C ′ ⊗LC C ′′) for every n ∈ N (see Example V.4.4.12(1)).
So TorCn (C ′, C ′′) = 0 for every n ≥ 1 if and only if the canonical morphism
C ′ ⊗LC C ′′ → τ≥0(C ′ ⊗LC C ′′) = C ′ ⊗C C ′′ is an isomorphism.

Now suppose that TorRi (S,B) = 0 for i ≥ 1 and that TorSi (A, S ⊗R B) = 0
for i ≥ 1. Then we have canonical isomorphisms S ⊗LR B → S ⊗R B and
A⊗LS (S ⊗R B)→ A⊗S (S ⊗R B), hence the canonical morphism

A⊗LR B ' A⊗LS (S ⊗LR B)→ A⊗LS (S ⊗R B)→ A⊗S (S ⊗R B) ' A⊗R B

is an isomrophism. This implies that TorRi (A,B) = 0 for every i ≥ 1.

(iv) For every N ∈ N, let SN = R[X
1/pN

i , i ∈ I] ⊂ S. Then SN ⊂ SN+1 for every
N ∈ N and S =

⋃
N≥0 SN . So S is a filtrant colimit of the R-algebras SN , and, by

question (20), it suffices to prove that TorRi (SN , B) = 0 for every N ∈ N and every
i ≥ 1. But we have isomorphisms of R-algebras SN ' S0, so it suffices to treat the
case N = 0. Also, the R-algebra S0 is free as a R-module, so the functor TorRi (B0, ·)
is 0 for every i ≥ 1.

(v) For every finite subset I of a, let aI =
⋃
n≥1(f 1/pn , f ∈ I) and AI = R/aI . Then

a =
⋃
I⊂a finite aI , hence A = lim−→I⊂a finite

AI , where the set of finite subset of a is
ordered by inclusiond and the transition morphisms are the obvious projections. By
question (21), to prove that TorRn (A,B) = 0 for every n ≥ 1, it suffices to prove that
TorRn (AI , B) = 0 for every n ≥ 1 and every finite subset I of a. So we may assume
that a is equal to one of the aI .

(vi) If f1, . . . , fn ∈ R, we set

(f
1/p∞

1 , . . . , f 1/p∞

n ) =
⋃
m≥1

(f
1/pm

1 , . . . , f 1/pm

n ).

Suppose that, for every perfect commutative ring R, every f ∈ R, every per-
fect R-algebra B and every i ≥ 1, we have TorRi (R/(f 1/p∞), B) = 0. We
show by induction on n that, for every n ≥ 1, every perfect commutative ring
R, all f1, . . . , fn ∈ R, every perfect R-algebra B and every i ≥ 1, we have
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A.12 Final problem set

TorRi (R/(f
1/p∞

1 , . . . , f
1/p∞
n ), B) = 0. We are already assuming that the result

holds in the case n = 1. Suppose that it holds for some n ≥ 1, and let R be
a perfect commutative ring, B be a perfect R-algebra and f1, . . . , fn+1 ∈ R. Let
A = R/(f

1/p∞

1 , . . . , f
1/p∞

n+1 ), A′ = R/(f
1/p∞

1 , . . . , f
1/p∞
n ), and f be the image of

fn+1 in A′. Then we have A = A′/(f 1/p∞). The case n = 1 and the induc-
tion hypothesis imply that the canonical morphisms A′ ⊗LR B → A′ ⊗R B and
A ⊗LA′ (A′ ⊗R B) → A ⊗A′ (A′ ⊗R B) are isomorphisms. Hence the canonical
morphism

A⊗LR B ' A⊗LA′ (A′ ⊗LR B)→ A⊗LA′ (A′ ⊗R B)→ A⊗A′ (A′ ⊗R B) ' A⊗R B

is an isomorphism, which means that TorRi (A,B) = 0 for every i ≥ 1.

(vii) Let n ≥ 1, and let x ∈ M (resp. y ∈ N ) be the image of 1 ∈ Mn (resp 1 ∈ Nn).
Then γ(x) = f 1/pn and δ(y) = f 1/pn · 1B. This shows that γ and δ are surjective.

Let x ∈ M such that γ(x) = 0. We choose n ≥ 1 and a ∈ Mn = A such that a
represents x. Then γ(x) = f 1/pna = 0, so, as A is perfect, we have f 1/pn+1

a1/p = 0.
Multiplying by a(p−1)/p, we get f 1/pn+1

a = 0, and so un(a) = f 1/pn−1/pn+1
a = 0.

This shows that x = 0, hence that γ is injective. A similar proof shows that δ is
injective.

(viii) For every n ≥ 1, let fn : Mn ⊗R B → Nn be the canonical morphism (sending a⊗ b
to ab). Then we have commutative diagrams

Mn ⊗R B
fn

//

un⊗idB
��

Nn

vn
��

Mn+1 ⊗R B fn+1

// Nn+1

and

Mn ⊗R B
fn
//

γ

��

Nn

δ
��

a⊗R B fn+1

// aB

In other words, the canonical morphism a⊗RB → aB is the colimit of the morphisms
fn. As each fn is an isomorphism, we get the result.

(ix) We have seen in (vii) that the R-module a is a filtrant colimit of free R-modules. By
question (21), this implies that TorRi (a, B) = 0 for every i ≥ 1. Consider the exact
sequence of R-modules 0→ a→ R→ A→ 0. As TorRi (R,B) = 0 for every i ≥ 1,
it induces an exact sequence

0→ TorR1 (A,B)→ a⊗R B → R⊗R B → A⊗R B → 0
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and isomorphisms
TorRi+1(A,B)

∼→ TorRi (a, B) = 0

for every i ≥ 1. In particular, we get that TorRi+1(A,B) = 0 for every i ≥ 1. Finally,
by (viii), the morphism a⊗R B → R⊗R B = B is injective, so TorR1 (A,B) = 0.

(23). (i) The canonical morphismB⊗RB → B is clearly an isomorphism, so we have to show
that TorRi (B,B) = 0 for every i ≥ 1. But we know that R is perfect by question
(22)(i), so this follows from the rest of question (22).

(ii) By (i) and question (18), we have LB/B⊗AB = 0. Also, by question (22), we have
TorAi (B,B) = 0 for every i ≥ 1. So the result follows from question (19).

�
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Index

F -injective pair of subcategories, 178
F -injective subcategory, 177
F -projective subcategory, 177
G-set, 86
I-cellular, 213
I-cofibration, 213
I-injective, 213
U -category, 12
U -set, 11
U -small, 11
U -small (for a category), 12
ω-sequence, 210
k-linear category, 49
k-linear functor, 49
Čech cohomology, 309
Čech complex, 309

abelian category, 56
abelian group (in a category), 396
abelian presheaf, 87
abelian sheaf, 87
abelianization functor, 396
acyclic cofibration, 185
acyclic complex, 102
acyclic fibration, 185
acyclic object, 122
additive category, 51
additive functor, 49
adjoint functors, 26
Amitsur complex, 313
apex of a cone, 33
automorphism, 12
axiom of universes, 11

bifunctor, 18
bigraded object, 137
biproduct, 50
bounded (for a complex), 98
bounded above (for a complex), 98
bounded above derived category, 157
bounded below (for a complex), 98
bounded below derived category, 157
bounded derived category, 157
bounded spectral sequence, 144

canonical topology, 86, 87
Cartan-Eilenberg resolution, 131, 132
cartesian square, 61
category, 11
classical Quillen model structure, 191
coboundary, 127
cocartesian square, 61
cochain, 127
cochain complex, 97
cocycle, 127
coequalizer, 35
cofibrant object, 186
cofibrant replacement, 200
cofibrantly generated, 215
cofibrations, 185
cofinal, 164
cofinal subset, 79
cofinality of a poset, 79
cogenerator, 70
coherent ring, 56
cohomological complex, 97
cohomological functor, 149
cohomology object, 102
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coimage, 53
coinvariants, 126
cokernel, 35, 53
cokernel morphism, 53
colimit of a functor, 34
commutes with colimits, 42
commutes with limits, 42
compact object, 249
completely prime upper order ideal, 295
complex, 58, 97
composition (of an ω-sequence), 210
concrete category, 17
condensed sets, 87
cone over a functor, 33
cone under a functor, 34
connected category, 13
connecting morphism, 110
connecting morphisms, 113
conservative functor, 19
constant presheaf, 93, 292
constant sheaf, 93
continuous flat functor, 294
contravariant functor, 16
convergence (for a spectral sequence), 130
coproduct, 34
core of a t-structure, 355
correspondence, 7
coslice category, 19
counit of an adjunction, 27
covariant functor, 16
cylinder object, 191

degenerating (for a spectral sequence), 130
derivation, 394
derived category, 157
derived exact couple, 138
derived tensor product, 179
differential object, 97
direct limits, 34
direct sum, 51
directed graph, 32
discrete category, 13
distinguished triangles, 147

Dold-Kan equivalence, 374
donor, 105
double complex, 97

edge, 32
endofunctor, 16
endomorphism, 12
enough injectives, 68
enough projectives, 68
epic, 12
epimorphism, 12
equalizer, 35
equivalence of categories, 22
essential image, 22
essentially surjective, 19
exact complex, 102
exact couple, 138
exact functor, 64, 149
exact sequence, 58
exact triangles, 147
Ext functor, 125
extension (in an abelian category), 62
extramural morphism, 105

faithful functor, 19
fibrant object, 186
fibrant replacement, 200
fibrations, 185
filtered module, 57
filtrant category, 46
filtrant colimits, 46
final object, 15
finite category, 13
finite filtration, 144
finitely generated (model category), 216
first quadrant double complex, 131
first quadrant spectral sequence, 130
flabby sheaf, 329
flasque sheaf, 329
flat functor, 294
forgetful functor, 17
fppf topology, 86
fpqc topology, 86
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free category, 32
Freyd-Mitchell embedding theorem, 95
Frobenius ring, 189
full functor, 19
full subcategory, 13
fully faithful functor, 19
function, 7
functor, 16

Gabriel-Popescu theorem, 284
generating acyclic cofibrations, 216
generating cofibrations, 216
generator, 70
geometric realization of a simplicial set, 243
graded object, 137
Grothendieck pretopology, 85
Grothendieck spectral sequence, 131
group cohomology, 126
group homology, 126
groupoid, 13

heart of a t-structure, 355
Hochschild-Serre spectral sequence, 136
homotopic, 99, 198
homotopy, 99
homotopy category, 101, 186
homotopy equivalence, 99, 198
horizontal cohomology, 105
horseshoe lemma, 116
Hurewicz fibrations, 191

ideal in an additive category, 100
idempotent endomorphism, 259
identity morphism, 12
image, 53
inaccessible, 10
inductive limits, 34
initial object, 15
injective morphism (in an abelian category),

62
injective object, 68
injective resolution, 115
intramural morphisms, 105
invariants, 126

inverse limits, 33
irreducible closed subset, 295
isomorphic, 12
isomorphism, 12
isomorphism of categories, 18

Kähler differentials, 394
Karoubi envelope, 259
kernel, 35, 53
kernel morphism, 53

left adjoint, 26
left derived functor, 121, 176, 207
left exact functor, 64
left homotopic, 193
left homotopy, 193
left Kan extension, 165, 243
left lifting property, 186
left localizable functor, 165
left localization (of a functor), 165
left multiplicative system, 158
left Quillen functor, 208
left resolution, 115
legs of a cone, 33, 34
limit of a functor, 33
LLP, 186
localization of a category, 154
locally finite open cover, 330

mapping cone, 98
mixed model structure, 191
model category, 186
model structure, 185
monad, 241
monic, 12
monoidal category, 240
monomorphism, 12
Morita’s theorem, 74
morphism, 11
morphism of directed graphs, 32
morphism of functors, 20
morphism of triangles, 147
multiplicative system, 158
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nadir of a cone, 34
natural transformation, 20
normalized bar resolution, 307
normalized chain complex, 374
null system, 166

object (in an abelian category), 62
object of a category, 11
object of finite presentation, 249
object of finite type, 249
octahedral axiom, 148
opposite category, 13

page of a spectral sequence, 129
paracompact, 330
path category, 32
path object, 192
point of a topos, 293
preadditive category, 49
presheaf on a category, 23
product, 34
product category, 13
profinite space, 86
progenerator, 74
projective limits, 33
projective model structure, 190
projective object, 68
projective resolution, 115
projector, 259
pseudo-abelian completion, 259
pullback square, 61
pushout square, 61

qis, 102
quasi-inverse, 22
quasi-isomorphic complexes, 102
quasi-isomorphism, 102
Quillen adjunction, 208
Quillen equivalence, 208
quotient (in an abelian category), 62
quotient (of an additive category by an

ideal), 100

receptor, 105

regular (cardinal), 11
representable, 23
retract, 185
right adjoint, 26
right derived functor, 121, 176, 207
right exact functor, 64
right homotopic, 193
right homotopy, 193
right Kan extension, 165
right lifting property, 186
right localizable functor, 165
right localization (of a functor), 165
right multiplicative system, 157
right Quillen functor, 208
right resolution, 115
RLP, 186

salamander lemma, 106
saturation, 263
semisimple abelian category, 60
separated presheaf, 81, 87
Serre fibrations, 191
sheaf, 86
sheaf (on a topological space), 81
sheaf cohomology, 128
sheafification functor, 83, 91
short exact sequence, 58
simplicial abelian groups, 372
simplicial category, 15
singular simplicial complex, 244
site, 85
skryscraper sheaf, 329
slice category, 18
small object, 210
small object argument, 213
smash product, 192
snake lemma, 109
soft sheaf, 329
source of a morphism, 12
spectral sequence, 129, 137
spectral sequence of an exact couple, 139
split exact sequence, 60
stable by retracts, 185
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stable category of modules, 190
stable equivalence, 190
stably equivalent morphisms, 189
strictly of type c, 11
strong limit cardinal, 10
strongly inaccessible, 10
subcanonical topology, 87
subcategory, 13
surjective morphism (in an abelian cate-

gory), 62

t-structure, 354
target of a morphism, 12
terminal object, 15
third quadrant double complex, 131
topos, 87
Tor functor, 125
total complex, 103
total left derived functor, 207
total right derived functor, 207
transfinite composition, 210
triangle, 147
triangulated category, 147
triangulated functor, 149
triangulated subcategory, 149
trivial cofibration, 185
trivial fibration, 185
truncation functors, 171
two out of three property, 185

unbounded derived category, 157
unit of an adjunction, 27
universe, 9
unnormalized bar resolution, 306
unnormalized chain complex, 392
upper order ideal, 295

vertex, 32
vertical cohomology, 105

weak equivalence, 185
weak homotopy equivalence, 191

Yoneda extension, 181

Yoneda lemma, 23

zero morphism, 49
zero object, 15
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[1] Théorie des topos et cohomologie étale des schémas. Tome 1: Théorie des topos. Lec-
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